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PREFACE

The goal in preparing this handbook for EMP Electronic Analysis was
to provide the circuit designer with techniques and models for use in
aaseaaing the degree of hardness of the circuits he is designing. New
concepts and interpretation of existing techniques are presented and

will serve as a basis for defining the future effort required to provide

a complete subsystem analysis capability.

Section I gives a brief overview of the vsrious facets of a Suscepti-
bility Threshold Analysis, Section II discuases upsat threshold analysis
including response considerations, selection of analysis method, data, and
axamples, Sectici: IIT analy.es the problem of circuit damage thresholds
encompassing the same areas as Cection II. "Section IV describes and illus-
trates methods for determining cable source characteristics. The handbook
alse includes several appendices which present some analysis details, a

semiconductor darmage data base and a discussion of the Driving Point Im=~

pedance (DPI) analysis methed.

The handbook was prepared by Aeronautical Systems EMP program person~
nel of the Aerospace Group, The Boeing Company, P.0. Box 3999, Seattle,
Washington 98124, and their subcontractor Braddock, Dunn and McDonald, Inc.,
First National Bank Building East, Albugquerque, New Mexico 87108,

The Program Manager is J., J, Dicomes and the Technical Director is
W. L. Gurtis, The principal investigator for this work order is
B, P, Gage, BDM efforts on this program are directed by J. J. Schwarz,
Contributors to this volume are D, Durgin, B, Gage, C. Jenkina, R. Kelly,
W. Pesch, G, Rimbert, J, Schwarz, and M, L. Vincent, The technical
editora are B, Gage and D, Durgin.
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SECTION I

INTRODUCTLON

1.  BACKGROUND

Modern strategic and command aircraft are required to survive the
effects of nuclear detonations such that mission objectives are fulfilled.
These effects include overpressure, thermal and X-ray fluence, particulate
bombardment (neutrons, gamma, etc.), ionizing radiation, and "' 2 nuclear

electromagnetic pulse (EMP).

EMP is an important adverse cnvironment for -two major ressons. First,
from an operational point of view, high-intensity electromagnetic fields
may exist at very long ranges from the burst location. Considering anti-
ballistic missile (ABM) deployment, high-intensity EMP may be expected
throughout most of the timeline for typical strategic aircraft missions.
This is in contrast to the other nuclear environments which diminish in
intensity rapidly with respeci to distance from the burst. The other
significant feature of EMP 1s its complex interaction, first with the
airframe and subsequently with the internal electronic subsystems. Briefly
stated, the airframe acts as a large antenna in responding to the field

of the FEMP. Skin currents and charges are generated which in turn cause

internal fields through apertures, gaps, discontinuities, and by pickup o

-

on exposed cables, These internal fields induce voltage transients into_,,f’“"
intercomecting cabling which in tumm gives rise to currents which affect

the electronic equipment. Since the phenomenological and coupling aspects

of nuclear EMP generation, propagation, and interaction are described in
considerable detail in numerocus published sources {References 1-3), it is
sufficient to say here that EMP can cause large voltage and current transients

that result in anomalous responses in electronic systems.
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The determination of the smallest EMP induced signal amplitude of a
given time history, that will produce a subsystem malfunction, 15 called
an EMP Susceptibility Threshoid Analysis. EMP related subsystem malfunc-

tions are broadly divided into two categories, namely upset and damage.

The minimum signal level that will cause a permanent degradation in
subsystem performance is defined as the Damage Threshold. Damage is
basically a component level response in that the subsystem performance
degradation can be directly related to the failure of one or more elec-

tronic parts.

The minimum signal level that can csuse a transient or nonpermanent
degradation of a subsystem's functiongl capabilities is defined as the
Upset Threshold. Upset is basically a circuit and subsystem level response
in that a spurious circuit operation must occur and must produce an

unacceptable subsystem response before upset can be said to have occurred.

The results of an EMP Susceptibility Threshold Analysis combined with
the results of an EMP Coupling Anslysis are used to perform s Vulnerability
Assessment of a given subsystem. The objective of s genersl threshold
analysis is to computec circult upset or damage‘threshold independent of

any specific driving function or source impadsnce. In actuslity, the

subsystem analyst has been given an EMP specification and the performance

of a circuit threshold analysis and a vulnerability sssessment are inseparable.
Therefore, this handbook provides guidelines for performing both EMP
Susceptibility Threshold Analysis and circuit level Vulnersbility Assessment.
It should be noted that a specific driving function and a source impedance

are not required to perform a threshold analysis. 1In this case, eifther 3
the threshold voltage, current, or power is determined at the subsystem
interface and csn be used to compute generator voltage for any given source 3

impedance. 1
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The hardening of a subsystem refers to the reduction of its vulner-
ability by either increasing its susceptibility thresholds or by reducing
its exposure to coupled energy or possibly both. Subsystem hardening is
discuseed in detail in Reference 4.

2. SCOPE

The purpose of “this handbook is to present general methodologies for,
and specific examples of, the computation of damage and upset thresholds
for typical electronic circuits. The methods presented use conventional
circuit analysis techniques in combination with unique component and
circuit response modeling methods to achieve the prediction of upset and

damage signal levels.

Since electronic design engineers routinely use conventional circuit
analysis methods such as Kirchoff's Laws, network theorems {superposition,
Norton's and Thevenin's), breskpoint analysis and Driving Point lmpedance
(DPI) techniques, this handbook does not include a tutorizl coverage of

this material. The emphasis 1s placed on presenting available information

regarding the abnormal circult and device response characteristics
associated with the large amplitude, high frequency transients associated
with EMP.

One section of this handbook is devoted to the dascription and appli- E
cation of s typical EMP subsystem specification. Methods for computing :
interface signals and related source impedances are presented. This %
information in combination with the threshold analysis techniques presented §

can be used to determine circuit vulnerability.

3. SUSCEPTIBILITY ANALYSIS OVERVIEW

a. General

The analysis of an electronic system's susceptibility to some
mode of malfunction as a direct result of an EMP induced transient,

I-3




requires the estimation or computation of the upset and/or damage thresh-
old of each circuit found to have a significant effect on the system's
performance. The identification of relevant circuits involves a detailed
review of all circuits and the rejection of unimportant ones based on
elither the presence of acceptsble protection or functional irrelevance.
This screening procedure is quite straightforward although very time
consuming and is summarized in Figrre I-1. This procedure is applicable

te any subsystem that must meet an EMP specification or, in the absence

of such a specification, to any subsystem deemed critical to the successful

completion of a system’s mission in a muclear environment.

As part of evaluating the upset and damage thresholds of a subsystem,
the analyst must become intimately familiar with its detailed configuration
and operation. The use of this information differs for the upset and

damage cases and 1s discussed in more detail below.

b. Damage Considerations

Damage has been defined ss an irreversible degradation of com~

ponent functional capsbilities. In theory, any electronic component is

potentially susceptible to EMP caused damage. In fact, some component
types are inherently hard to the levels of EMP transients likely to be

b

experienced in aeronautical systems and some damageable components are 1
protected by buffering networks made up of less sensitive components (e.g.,

series resistor or inductors, and shunt capacitors). Therefore, if a

s il el G

worst case transient amplitude and frequency distribution can be either

estimated or legislated before initiating the damage threshold analysis,

i B il

circuit rejec.ion criteria can be established that will reduce the number 4
of circuits which must be analyzed in detail. ]

If a gsystem EMP specification has been def’'ned (such ss Figure
I-2 which appliss to the B-1 aircraft) then the worst case can be determined

and the circuit sorting can proceed using a "quick look" circuit analysis

1-4
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=

10 kHz 1 MHz b MH2 100 MHz
Frequency fo

Current I(fo), Amperes _.

(a) Peak Core Current Requirement
for General Electronic Equipment

M
CHIANAAAT
%'“'ud VL

(b) Cable Core Current Waveshape

Figure I-2, EMP Interference Test Specifications for
B-1 Mission Critical Avionics
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procedure, Such a procedure is discussed in detail in References 5 and 6
and consists basically of defining circuit configurations that are not

damageable at specified worst case transient levels.

If an EMP specification has not been defined for a given sub-
system, then a worst case specification can be estimated based on known
physical constraints such as cable or connector voltage breakdown and
system or subsystem geometry. Depending on the location of the subsystem
and its associated cabling, the range of worat case EMP signals is
typically from 1 to 1000 amperes for a maximum voltage of perhaps 10 kV
and pulse duractions of less than 100 microseconds. Some rare circuits
connected to efficient antennas may expérience higher levels, but the given
range can be considered an extreme worst case in most instances. The
selection of a specific worst case specification in the range given
necessitates considerable familiarity with the subsystem being analyzed.

As shown in Figure I-1, circuits that survive the screening pro-
cedure are then analyzed in detail to determine their damage thresholds.
Section III presents detailed methods and examples illustrating the compu-

tation of circuit damage thresholds.
c. Upset Considerations

Upset may be defined as a nonpermanent anomalous response
which resuilts in the degradation of system functional capabilities. Thus,
an EMP event may cause a variety of transient responses in various sub-
aystems and circuits, but unlesv a degradation of aystem capability results,
there is no upset. Given this definition, it can be seen that an individual
upset is not uniquely defined. Whether or not an EMP-induced signal
produces an upset depends on hoth electrical parameters such as amplitude
and duration, and operational parameters such as circuit or subsystem

criticality and mission description.
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As shown in Figure I-1, th _j #tefaination of upset thresholds
requires first that the analyet be %! imately familiar with the subsystem
operaticn, and second, that he seledt circuits that, when perturbed, cause
the subsystem to malfunction. Given a specific circuit, Sectioa II
presents detailed methods and examples illustrating circuilt upset

threshold computation.

From the above discussion, it may be surmised that the definition
of upset is concise and technically correct, but perhaps not particularly
helpful in gaining an understanding of upset phenomena. This is a cen-
sistent problem in discussing upset. Any attempt to provide general guide-
lines requires so many qualifications that the complexity precludes under-
standing. The following discussion is intended tco clarify the concept of

transient unset.

System upset can result from either the generation of erroneous
data or the loss of valid data. In general, upset may result from the
anozmalous response of either analog or digzital circuitry. However, in
many cases the determination of whether an anomalous response actually
constitutes an upset will depend on its timing relative to other system
parameters (e.g., Is a clock pulse present? Are the data criticei during
this portion cf the mission?). In these cases, the probability of upset
increases with the duration of the anomalous response., Thus, the proba-
bility of upset increases as a circuit’s ability to "remember" transients
increases. Digital circuitry inherently provides a greater memory capa-
bility than analog circuitry. Thus, digital circuitry receives more
emphasis in discussions of upset. However, in certain cases, especlally
if latch-up or saturation occurs, analog circuits can exhibit a memory of
considerable duration. At any rate, it should be recalled that memory is
not always necessary to produce upset, it merely increases the probability.

Figure I-3 presents three examples of anomalous circuit responses that

AN AN )
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could pcoduce upsetr, given an appropriate operational situation. These

examplea are provided to gain a practical insight into upset mechanisms,

Figure I-34 illustrates a flip-flop circuit which changea state
due to an EMP transient on a trigger input. This is perhapa the classical
upaet example. Erroneous data have been genzrated. Unlesa the flip-flop
is reset, it will remain in the changed state permanently, If the data
which the flip-flop state represents are critical, the avstem functional
capability will be degraded and upset will have occurred. On the other
hand, if the flip-flop is reaet before the data are needed (i.e., become

eritical), the system will not be degraded anc upset has not occurred.

Figure I~ 3b shows a NAND gate changing its output logic level
temporarily due to an EMP transient on the power supply input. If the
system is configured to recognize this temporary logic shift as data, then
upaet may occur. If the system doea not recognize the logic shift a: data

(e.g., if the system responds too slowly), then upset does not occur.

Figure I-3c shows an amplifier being driven into saturation by
an EMP transient superimposed on its signal input. Here, the data channel
is interrupted and all valid data are lost as long as the amplifier remains
in saturation. If critical data are lost, then the system capability is
degraded and upset has occurred. If no data were present, or if the outage
time was insufficient to destroy any data, or if the data were not critical;

then no degradation, and thus no upset has occurred.

It should be noted that although these examples each postulate
the appearance of transient at a specific input, the transients may appear
at any combination of terminals. In some cases this "multiport" excitation
may result in a lower upset threshold than that obtained for excitation of

a single port.
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d. Damage and Upset Commonalities

The approach used to reduce the EMP susceptibility problem from
the system level to the circuit level is in itself quite invelved and was
summarized above to provide insight to the reader. This handbook does
not deal further with this problem but rather presents detailed methods
for determining circuit level damage and upset thresholds without regard

to the rationale used in selecting a given circuit.

Once a specific circuit is identified, the next step 1is to
eithcr theoretically or experimentally determine the upset or damage
thresholds of its sensitive ports. The basic steps in determining either

upset or damage thresholds are as follows:
(1) Examine each circuit port for possible interest.
(2) 1f circuit vulnerability is to be aeses3ed, define

the source configuration (Zs, Vo“) applicable to
the port being aralyzed.

{(3) Select analysis method
® Hand Analysis ;
. Computer Analysis i
* Experimental Analysis

(4) Obtain circuit component values and semiconductor

device paramters.

Sl g, | 1 i i
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(5) Perform snalysis.

(6) Construct susceptibility matrix.

The susceptibility matrix referred to in Item (6) sbove is s matrix
relsting threshold dsts to circuit, subassembly, or subsystem injection
points for use in selecting test monitor points or for evaluating harden-

ing requirements.

A detalled discussion of esch step in the threshold

analysis procedure is presented in Sections II and III for upset snd

damage respectively.
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SECTION I1

UPSET THRESHOLD ANALYSIS

1. GENERAL

The computation of the minimum signal level of specified time hiastory
that can cause a transient or nonpermanent degradation of a subsystem’s
functional capabilities, is called an Upset Threshold Analysis. An Upset
Thresheld Analysis is performed at the circult level, after the circuits
selected for analysis have been jidentified by a functional analysis, based
on their criticality to the performance of subsystem functions. Since the
concept of "Upset" is somewhat unique, the reader is encouraged to consider

carefully the "Upset Considerations" portion of Section I.

Gilven that a specific circuit has been identified as being contri-
butory to an upset problem, the computation of upset thresholds will proceed

as follows:

(1) Obtair circuit data {(i.e., component values, active device
parameters, etc,) and analyze the circuit to determine the

applicable operating mode (e.g., quiescent state).

(2) Examine each circuit node for possible interest,
(3) Select evaluation method: 3

(a) Hand Analysis 1
{b) Computer Analysis 1

(c) Experimental Assesmment

s

11-1
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(4) Perform threshold analysia for selected nodes.

(a) Compute dc upaet threahold.

(b) Compute and plot threshold voltage or current aa .
a function of frequency.

(c) Enter data into ausceptibility matrix or computer
data base,

(d) If vulnerability is to be assessed, determine the
applicable driving function and source impedance.
Vulnerability 1is determined by comparing the actual
driving function to the reaults of (b).

For the purposes of this handbook, only interface circuit ports wiil

be conaidered. Thia simplification assumes the use of good packaging and

grounding techniques so that inadvertent intracircuit coupling is precluded.
Thua, the analyst can asaume that the propagation of the EMP signal into
the circuit occura only at ports that are connected directly to external
cables. On the other hand, a less than optimal packaging deaign may allow
cross talk between the interface and intermal circuits in which case every 3
circuit node must be analyzed and the problem is greatly magnified. While %

this handbook specifically addreasea interface porta, the analysis techniques

presented apply to any circuit node.

2.  RESPONSE CONSIDERATIONS

As stated previoualy, upaet may result from the anomalous response of
either analog or digital circuitry. Howevar, experience has shown that
tranailent effecta on digital circuits and data ia the most severe problem
in that undesirable circuit disturbances occur at lower siznal levels and
a aingle logic level change can be transmitted throughout a logic system
cauaing complex functional interactions. Furthermore, the technology

. it odnn, S A aut

e A e

involved (i.e., discrete component or integrated circuit) also influencea

|
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the degree of the upset problem. Figure 11-1 illustrates typical digital
circuit upset threshold trends. The curves shown do not depict any parti-
cular digital circuit configuration, but rather show the relative upset
levels associated with typical ac and dec coupled discrete and integrated
digital circuita. Since most new systems use dc coupled, integrated circuit
digital devices extensively, the balance of this section, including ome of
the example problems, is oriented towards this class of components.

Upset threshold analysea involve the use of conventional network and
circuit analysis techniques, but present unique analytical problems for the
following reasons:

(1) Spurious signals can appear at any interface port; there-

fore, circuits are excited in an abnormal mamner.

(2) The frequency spectrum associated with an EMP stimulus is
very broad; therefore, circuit response to unusually high

frequencies muat be determined.

The computation of upset thresholds for a given dc coupled digital
circuit, therefore, involves the determination of voltage threshold as a
function of frequency for every circuit interface port or, as a minimum,
the computation cf "worst case” (i.e., minimum threshold voltage and
associated frequency). As shown in Figure 1l1-1, the loweat upset threshold
is the dc level. 1f the apecified EMP signal does not exceed this voltage
at any frequency, then the circuit will not be upset. Since the EMP signal
amplitude is geuerally frequency dependent, the voltage threshold as a
function of frequency should be determined. Therefore, there sre two
approaches to upset threshold analysis. First is the conservative approach
vhich assumes the dc threshold to apply regardless of EMP frequency. As
shown in Figure 1l1-1, this appreach could result in severe hardei iug
penalties at high frequencies where the circuit upset threshold is actually
such higher than the dc level. The second approach is to determine, either
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experimentally or theoretically, the actual threshold voltage as a function
of frequency. An approximate techmique for calculating this relationship

is presented below.

Tests have shown that for typical high gain switching circuits
{References 1 through 4 transieut upset i1s largely independent of the
exact transient waveshape and depends only on the peak value of the
transient ar.! the time over which the transient exceeds the threshold.

The high f.equency knee of the curve shown in Figure 11-1 occurs at a
frequency related to the propagation delay time of the given circuit.
Since the exact waveform of the applied transient is not critical, one can
assume a rectangular pulse for simplicity. Since a damped sine wave cable
response is often encuuntered, a relationship is required to relate a sine
wave frequency to an equivalent rectangular pulse. The following

relationship was derived empirically and found to give reasonable results:

£fm

5t

where

f = frequency of damped sinusoid

t = duration of rectangular pulse.

Based on the above information, the voltage threshold to cause circuit
upset can now be evaluated as a function of t from an approximate energy

relationship at the circuit node of interest:

E= —i t

where

= energy
= voltage
=« input resistance

"X a2 m

pulae duration

I1-5

e vy i e




The minimum upset energy (Ehg is dependent on the propagation delay
time (tpd) and the dc threshold voltage (Vdc); therefore
Vdc2
E = ==——1t
m R pd

If one assumes that upset energy is constant, then the upset voltage

for pulse durations shorter than tpd may be determined as follows:

V't =YV t
u C
1/2 g

B s -

where :
Vu = actual upset voltage ,%

L, = actual pulse duration for t, < tpd i

1t should be emphasized that this is an approximate technique that é

neglects the frequency d«pendence and nonlinearity of circuit input
This approach should be used only when the congservatism

impedance. .;
assoclated with the dc threshold level causes unacceptai:le hardening g
penalties. The results obtained using this method are compared with 5

experimental threshold measurements on a flip-flop input port as part of the

first example problem later in this section. Figure IT-2 shows the
i

results of this comparison. Th~ predicted high frequency thresholds are

lower than the measured thresholds and are therefore conservative.

Gl i s

As stated earlier, tranailent circult upset may be caused by a signel

coupled to any circuit node. Therefore, equal consideration must be given

to normal input terminals, and any other circult node exposed to transient

injection. Since transients may be coupled to several circuilt nodes

simultaneously, the multiport response of each circulit must alsoc be
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considered. For a given EMP field environment, the transient coupled to a
given circuit nods depends on the type and length of cable sssociated with
the circuit and on the applicable EMF specification. Section IV discusses
the evaluation of these fsctors. Unless the frequency, phase, and ampli-
tude of ths transients coupled to each circuit node are kpown, multiport
response can be considered on s worst case bssis only. As will be seen in
ths sample analyses presented latar, the multiport cases considered did not
yield significartly lower upset thresholds. Multiport upset studies have
been performed by a few investigators (References 3 and 5 ), and upset
thresholds lowar than for the single port csse have heen reported in a few

cases.

Once the rransient upset threshold of each critical circuit node has
been determined separately, the multiport response of the circuit should
be estimated by inspection in order to detarmine if a detailed anslysis is

warranted,
3. ANALYSIS METHOD SELECTION

Ths three genersl approsches to upsst threshold analysis are hand
analysis, computer anslysis, and expsrimentsl snalysis. Each of these
approsches has certain advantages snd limitstions which will be discussed
below.

Hsnd snslysis refers to the solution of s circuit problem by using
simple computational sids such as s slide rule or simple electronic calcu-
lator. To determine a trsnsient upset threshold using hsnd anslysis requires
the use of circuit snalysis techniques such ss Kirchoff's voltage and
current laws, breakpoint techniques, snd Driving Point Impedance Techniques

(Appendix C).
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The information required for hand analysis is the normal component
values such as resistance, capacitance, inductance, and transistor or
integrated circuit characteristics. In the case of semiconductors, the
model used will depend on the circuit being analyzed. For an amplifier
operating ir its linear region, the hybrid pi or small signal h parameters
can be used, For a digital or saturated switching circuit, large signal
parameters such as turn-on time, turn-off time, and saturation voltages
and logic truth tables are used. This information is normally available
from manufacturer’s data sheets., In the case of saturating digital cir-
cuits, much information can be gained by a "quick-look” analysis using
only the logic truth table and the logic levels of the gates of interest.
This method will be used later in one of the sample hand analyses.

Computer analysis refers to the use of one of the available transient
analysis computer codes (CIRCUS 2, NET-2, SCEPTRE, etc.) to solve a given
circuit problem. The available computer codes vary in applicability from
the very simple, capable of handling a several ncde problem, to the
extremely complex with capability for kilonode problems. Since there are
many user oriented circuit analysis computer codes available, the selection
of a particular code is best made on the basis of availability and user
familiarity. The sample computer-aided circuit problems presented in this
handbook were performed using CIRCUS-Z, KET-2, and SCEPTRE.

Experimental assessment of a circuit's transient upset threshold refers
to the direct injection of a signal at one or more ports and the measurement
of signal level required to produce *ircuit upset. Given available labora-
tory facilities and a well defined circuit problem, experimental determina-
tion of transient upset levels can be an accurate and cost effective

approach.

The selection of a particular analysis method depends on the objective

of the analysis and must take into account the following factors:

II-3




(1)

(2)

(3)

(4)

(5)

(6)

Circuit complexity - This refers to the number of active
and passive components, voltage sources, and curreat

8ources.

Problem complexity - This refers to the number of solutions
required and the number of variables to be considered.

Variations in problem complexity depend directly on the com-

Plexity of the EMP spec!fication and therefore on the source
configuration and driving function complexity. This factor
is therefore related to the circuit vulnerability assessment.

Data required - This refers to the c¢circuit component values
and device characteristics that must be known to solve a
given problem. The data required vary considerably depending
on whether discrete or integrated circuits are being con-

sidered and upon the particular analysis method being used.

Accuracy required - Since the objective of a transient upsct
anslysis is to determine the relative upset thresholds of
varying types of circuits, the precision of the upsét voltage

levels calculated is not too critical.

Economy -~ If one or more analytical techniques yield com-
parable results, the time and cost of analysis should be

considered,

Number of similar analyses to be performed - If several
similar circuits are to be analyzed, the selection of an
analysis technique should be made so that duplication of

computation is minimized.




Figure II-3 is an analysis technique selection matrix that weights
the three analysis techniques based on the six seiection factors just
described. Depending on the importance of each selection factar for a
given problem, the three analysis methods are numbered 1, 2, and 3 in order
of preference; therefore, the lowest cumulative weighting indicates the pre-
ferred method. An analysis technique can be selected accordingly. Separate
matrices are presented for discrete component and integrated circuits,
Figure II-3 shows clearly that each analysis technique has its advantages
and limitations. Considering all six analysis technique selection factors,
the experimental method is found to have an overall advantage. The weight-
ing of individual selection factora is admittedly subjective, but the con-~
cluaion that experimental determination of upset thresholds is most practi-
cal has been found to be valid in many instances. This conclusion is not
intended to be general, and users of this analysis technique selection
approach should evaluate the nature and objective of their particular upaet

problem and fill out the matrix accordingly.

Hand analysis, computer aided analysis, and experimental assessment
of transient circuit upset thresholds, properly utilized, will yield com-
parable results. Sample problems presented later illustrate the equivalence
of computational accuracy of the three methods and therefore show that

accuracy is not a primary consideration for most problems.

The experimental determination of a circuit's upset characteristics
is a reasonably straightforward procedure requiring only adequate labora-
tory facilities and carefully prepared test plans. If the transient thresh~-
o0ld characteristics of a large number of reasonably simple circuits are
required, an experimental program may not be practical. In this event, hand
&nalysis provides a fast and straightforward means for determination of dc¢
upset characteristics. For the simple circuit case, computer~aided analysis
may not be practical due to the time required to accumulate device parameters,
to format the circuit, and to debug the input deck. Computer~aided analysis
provides the best means for determining the transient upset thresholds of a
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large number of similar circuits or of circuits containing or being driven
by sources having reactive elements. The practicality of using one of the
transient analysis circuit codes is very dependent on the size and

accuracy of the semiconductor device library available.

Whether hand analysia or computer—aided analysis is used to solve a
glven transient upset problem, verification ur the results using experimen-
tal techniques is often required. Given a firm guideline such as the B-1
common mode cable current specification, simplifying assumptions, such as
the usa of dc thresholds, may be made that make the use of hand analysis
techniqgues advisable in order to obtain usable results in 3z minimum amount
of time.

4. DATA REQUIRED FOR UPSET ANALYSIS
Theoretical transient circuit upset analysis is performed in iwo

steps: first, the dc upset threshold of each selected circuit node is

determined; second, the frequency dependence of each circuit node upset

threshold is determined if the driving function frequency is a factor. Since

the dc upset threshold represents the worst case for any port, the sample
analyses presentad in the next section emphasiza the determination of this
voltage level. An approximate method for determining the threshold at a
specific freqiency, given the dc upset level, was presented earlier for

general reference and is demonstratad by the first example problem,

Limiting analysis to the dc threshold case wminimizes the data
required in order to assess a given circuit. ¥For hand analysis, the dc
upset threshold for either integrated or discrete circuits can be detar-
mined using passive component values and data directly from manufacturer's
specifications. Detailed component data are not generally availagble for
integrated circuits, thus, the logic circuit levels given by the manu-
facturer, combined with the known switching characteristics of silicon

I1-13
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transistors, can be used to estimate the dc upset thresholds of various
circuit nodes, Since most existing transient analysis codes use a speci-
fic model for semiconductor devices (Ebers-Moll, charge control, etc.),

more device data may be required to utilize a given computer code than is
required for hand analysis. If considerable use of computer codes for the
determination of circuit dc upset thresholds 1s planned, simplified plece-
wise linear models should be developed in lieu of more complex models. Some
of the device models available for use in upset analysis are discussed in
Appendix A. The computer-alded analysis of integrated circuit dc upset
thresholds is not presently practicsl because of the lack of circuit element
data on most manufacturers' specifications. The development of simplified
modeling techniques for integrated circuits (References 6 and 7) will
greatly assist in studying IC upset, but at the present time, this approach
is still unproven. The first circuit upset problem presented later in this
section shows that hand analysis 1s reascnably straightforwsrd for the IC

case.

By limiting upset analysis to the dc threshold case, the circuit and
device parameters that contribute tec circuit response or propagation delay
time need not be known. The analysis problem is not trivial however, since
the dc thrssholds of all ports must be calculated for both pusitive and

negative polarities.
5. UPSET ANRALYSIS EXAMPLES
a, Hand Analysis

The method used to datarmine the upset threshold of a given cir-
cuit will, to a large extent, be determined by the inforwation availabla
on that circuit and on the complexity of the circuit. There is little
circuit simplification that can be done for upset since the circuit is
normally in the "power-on" condition and sll components are interacting.

1I-14
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For logic or saturated switching circuits one can first establish a truth
table for the circuit and examine this truth table for upset conditions.
The next step is to examine the schematic diagram and to consider the
effects of transients of either polarity on the susceptible ports. (The
dc upset levels are assumed to be the dc logic levels.) The frequency
dependence is then determined using a relationship like the one derived

earlier in this section.

The following two examples have been chosen as representative of
the types of analyses that are required to compute circuit upset thresholds.
The first problem involves an integrated circuit flip-flop consisting of
cross-coupled TTL NAND gates. The analysis for this circuit is based on
the truth table for the circuit and a "quick look" method involving only

information available from the manufacturer's data sheet.

The second analysis is a detailed analysis of a discrete component
flip-flop. Many of the techniques that could not be applied to the inte-
grated circuit case are used since component parameters were available for
all semiconductors. The discrete flip-flop was also analyzed using SCEPTRE,
NET-2, and CIRCUS 2, and the results of the computer~aided analysis are
discussed later in this section.

(1) Problem 1, Integrated Circuit Flip-Flop

As one example of using hand analysis methods to determine
upset thresholds, consider an R-S5 flip-flop utilizing a pair of cross
coupled, integrated circuit, 2-input NAND gates. To fully show the analysis
methodology, it is assumed that a transient signal can appear on any line

connected to the circuit.

A schematic diagram of the flip-flop is shown in Figure
II-4a and a logic diagram of the flip~flop is showm in Figure II-4h. Also
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{(a) Schematic Diagram

{n

(b) Logic Diagram

{0)

(1}

Figure II-4. Integrated Circuit Flip-Flop
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shown in Figure II-4b are the logic states at each terminal for one of its
The inputs, A and B, are normally held at a logic "1"

I

two stable states.
5 and require a negative going pulse (to logic "0'") to trigger the circuit.
Figure II-5a describes the normal

At

The outputs of this circuit are C and D.
operation of the flip-flop. The quiescent state shown in Figure II-4
(A ="1" and D= "0" and B = "1") will be used in this analysis. Results

for the other state can be obtained by interchanging A with B and € with D. 3

A specification sheet for the type of TTL logic used in this %
analysis is shown in Figure II-5b. Detsiled component dats are generally 3
not available for IC's. Using only the information from the data sheet, one

b CITL

can approximately determine the voltages at various points in the circuit.

t These voltages are shown on the schematic in Figure II-4.

i bt e

3 The quiescent point analysis of the circuit‘shown in Figure
II-4 is an approximation based on typical transistor performance character-
istics. From the specification sheet, the logic "O" output voltage is

0.26 volt. By looking at the schematié. this voltage would appear to be
the VCE e of the output transistor. Since these are silicon devices, :
VBE sar ©40 be assumed to be 0.7 volt. A typical value of logic "1" voltage

is listed as 3,5 volts, Using these values and the logic state shown in

Figure I1I~4, one can establish that inputs A and B, output C, and Qaz
collector are at 3.5 volts., OQutput D and Q41 collector are at 0.26 volt,
Since Qﬁl is saturated, the base voltage is 0.7 volt which indicates that
Q21 is also in saturation, The voltage at the base of Qzl is therefore
1.4 volts and the voltage at its collector is 0.96 volt. The »»ltage i
between the collector of Qzl and the emitter of Q31 (0.7 vol:* is insuf=-
ficient for saturation of both dioda D31 and the emitter base junction of
Q31. therefore Q31 i: cut off, With Q21 and Q“1 both saturated, the collec-
tor-base junction of Q11 is forward biased. The voltage at the base of

Qll is therefore 2,1 volts and the emitter-base junctions are both reverse

il it i g iyt i aiia

biased.
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D
A+D 1 1 1 0 1 1 0 1
B+0 1 1 1 0

A0 1 1 0

F
F
-
<
-

B+0 1 1 0 1 1 1 1 0

NOTE: th " time befora pulss application

tn-i-b « time after aod of pules

{a) Flip-Flop Truth Tabla

ABSOLUTE MAXIMUM RATINGS

Military Indust:ial it
Supply Voltaga -4 7 vde.
Operating Temparature =55* to +125° 0* to +75° 1
Storage Temperature -65° to +200° -65° to +200° *c

Wy R

ELECTRICAL CHARACTEPISTICS AT 25° C, Veem5V

Input Charactaristics Min. Typ. Max. Tnit 3
logic 1 Voltage 1.7 5.5 Volts
Logic 1 Currant 100 w' H
Logic O Voltage ' 1.2 Volts
Logic O Qurrant 1.0 7.8
Capacitanca 2.0 pF 3
Poaitive Noisz Immunity 1.0 Volta
NHegative Noisa Imaunity 1.0 Volts
Frequency 20 MHz
Output Charactaristica Min. Typ. Max. Unit
Logic 1 Voltage 3.0 3.5 3.2 Volta
Logic 0 Voltage 0.26 0.45 Volts
Short Circult Output Current 10 45.0 oA

Propagation Deley Time/Gate
(varias with alement dasigned
to ba used up to 20 MHz) 10 20 na

{b) NAND Gate Specificaticns

Figure II-5. Integrated Circuit Flip~Flop Characteristics
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: Since one of the emitters of le is low, the emitter-base
junction of le is forward biased and the voltage at the base of le is
0.96 volt. For Q42 and sz to be saturated and the collector—~base junction

of le to be forward biased would require the voltage at the base of le to

be 2.1 volts, Because the voltage at the base of le is much less than this,
sz and Q42 are cut off. The voltage at the collector of sz is therefore
approximately 4.9 volts. This is sufficient to forward bias the diode D32
and the emitter-base junction of Q32. Q32 is therefore on and the voltage

at its base is 4.2 volts.

Initially, the analysis will be for pulse widths much longer
than the propagation delay of the circuit., This is approximately 40 ns or
twice the maximum delay time of one gate. As discussed earlier, this will
give the dc upset level for each 9ircuit port. Upset thresholds for higher

frequencies will be discussed later.
Tabi2 II-1 is a summary of the possible upset modes for this
circuit including a comparison of predicted and measured d¢ threshold vol-

tages. Each case is discussed below.

Case 1 — Input A

(a) A positive going signal on A will 213t change the state of D so
no upset will cccur. There is the possibility of damage to diode
D21 or to the emitter-base Junction of Qll once their breakdown
voltage is exceeded (~7 V).

(b) A negative going signal on A will cause the circuit to change
state. A signal that drives A to below its maximum logic "0"
level (~ 1.2 V) will cause D to change to a logic "1" (normal
NAND function), the change on D will cause C to change to a logic
"0" (also a normal NAND function). The flip~flop has therefore
upset, the upset threshold being the difference between the logic
"1" and logic "0" levels (3.5 -~ 1.2) or approximately 2.3 volts,

11~-19




TABLE II-1

COMPARISON OF PREDICTED AND MEASURED UPSET
LEVELS FOR INTEGRATED CIRCUIT FLIP-FLOP

Upset Level

Upset Terminal Pulse Predicted | Measured
Case Pulsed Polarity (Volts) (Volts)
1{a) A + * *
1(b) A . 2.3 1.7
2(a) + 3.5 6.0
2(b) _ * *
3(a) + * *
3(b) - 2.3 2.0
4(a) D + 1.7 1.7
4(b) D - * *
5(a) Vcc + * 5.5%%
5(b) " - 5,0%* 5,5%%
6(a) Gnd + 5.0%% 7.0%x%
6(b) Gnd - * 5.0%%

NOTES:  *No Upset
#*Final State 1s the preferred state.
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Case 2 - Input B

(a) A positive going signal on B could cause an upset if the break-
down voltage of the emitter—-base junction of le is exceeded
(~7 V). Once this voltage is exceeded, the voltage 2n the base
of 022 would increase turming it and Q42 on. Output C would change
to logic "0" which in turn will cause D to go to logic "1" and
the circuit is upset. The transient signal required is the
difference between the breakdown voltage of the emitter-base
junction of Q,, and the normal logic "1" input voltage (7.0 -
3.5) or approximately 3.5 volts.

(b) A negative going siznal on B will not cause upset. This signal
will not cause an output change. There is a possibiiity of damage
if B goes highly negative due tn a large forward bias oa D22'

Cagse 3 =~ OQutput C

{a) This analysis is the same as Case 1 (a).

{b) This analysis is the same as Case 1 (b).

Case 4 - Output D

(a) A positive going gignal on D will cause the circuit to change
state. A signal that drives D above the minimum logic "1" level
(~1.7 volts) will cause C to go to logic "0" (normal NAND function).
Since A is logic "1" and C is logic "0," D will be held at login
"1" and the flip-flop has been upset. The transient signal ampli-~
tude required is the minimum logic "1" level of 1.7 volts.

(b) A negative going signal on D will not cause upset but may result

in permanent damage to forward biased diede D12.
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Cases 5 (a) (b) and 6 (a) (b) - Power Supply and Ground Lines'

For this circuit, the results of a transient on the power supply and
ground line are for the most part, indeterminate. Due to variations in
component values, the circuit will normally have a preferred state. If
the circuit is to upset, it will generally go to this state. A few general
statements can be made about upset due to power supply and ground line
transients, A neogative going transient on the power supply line (~5 V} will
cause the flip-flop to go to its preferred state, This is the same as
turning off the supply voltage and then turning it on again. The same is

true for a positive going transient on the ground line.

The upset threshold voltages for this circuit are the voltages at the
ports. Since these voltages are small and the currents involved are on the
order of 10 ma or less, the magnitude of the source impedance will have little

effect on generator voltage required for upset.

An integrated circuit flip-flop of the type just described was tested
to verify the predicted upset levels. A comparison of the predicted and
measured values are shown in Table II-1., Upset occurred in all predicted
cases, Upset also occurred when positive going pulses were injected on
the power supply and ground linmes. In both cases, the final flip-flop
state was the preferred state, While these cases were not predicted, the
upset is due to the negstive voltage excursion that occurs at pulse termi-
nation. This negative "overshoot' is due to circuit charge storage ten-

dencies and gives effectively the same results as does a negative pulse.

Upset can occur for pulse widths shorter than the propagation delay

time of the flip-flop, However, as discussed earlier, as the pulse dura-
tion becomes shorter, the pulse amplitude required for upset becomes lsrger.
The expression derived in Section II.2 can be used to compute the upset

threshold for any frequency (or pulse width} given the dc value.
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; A comparison of the predicted and measured upset thresholds for various
g frequencies was shown in Figure II-2 and is repeated here for reference
only. The data given in this figure apply to input A. The expression used

to compute the upset voltage at various frequencies is:

where

40 msec

rr
]

i
]

2.3 volts

[
]

pulse duration

-l
i

computed threshold voltage at tu.

As was indicated earlier, the estimate of the upset voltage for higher
frequencies is only sn approximation and the technique used has not been
studied sufficiently to allow confidence in its general applicability.
Since the worst case upset threshold is the dc value, the high frequency
threshold approximation is not critical to a hardening effort.

(2) Problem 2. Discrete Transistor Flip-Flop

The discrete transistor flip-flop (bistable multivibrator)
shown in Figure 11-6 was chosen for '"upset" analysis by both hand and com-
puter methods. Transistors Q5 and Q6 comprise the basic flip-flop stage
and transistors Q4 and Q7 act ss output buffer stages. Negative input
signals are applied to IF-(] and the OF-01 terminals to "set" and "reset"
the circuit, respectively. Diodes D1 and D2 cause the inputs normally to
respond on'y to negative trigger signals. Diodes D, and D8 prevent the

7
bases of Q5 and Q6 from going more positive than a single diode drop due
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to currents through biasing resistors RBS and RBG‘ Cross=-coupling dicdes
Dg and D, prevent the collector of the "off" tramsistor from going more
negative than about -0.9 volts (represents base-emitter drop of '‘on"
transistor, =0.3 V, plus silicon diode drop of <~0.6 V). The RLS C1 and
the RL6 C2 networks reduce the speed of the circuit and cause the output

buffer stages to be more immme to noise transients. The outputs F-0l1 and

F-01 at the collectors of the buffer stages, Qk and Q7, are prevented from
going more negative than =3 volts by the collector catching (1limiting)
diodes D3 and DA'

Only diodes Dl’ D2, DS' an& D6 are silicon devices (indicated
by S); all the remaining diodes and transistors are germanium devices. The
nominal collector voltage of a saturated germanium transistor is assumed

to be -0.1 volt, and the forward-biased base-emitter junction is assumed

to be -0.3 volt. The forward drop across the silicon diodes 13 assumed o
be +0.6 volt, whereas the forward drop across the germanium diodes is assumed
to be +0.3 volt. Using these values of voltsges across "on" and/or "satu-
rated" diodes and transistors as a starting point, one proceeds through the
circuit employing Kirchoff's and Ohm's Laws to find the approximate magni-

tudes of all circuit currents and voltages.

If we consider the flip-flop consisting of QS’ QG’ and
associated circuitry to be in the "reset" condition with Q6 “on" and satu-
rated (assuming positive potential logic), we know that tiie base potential
of Q6 should be =-0.3 volt and its collector potential should be =-0,1 volt,
Under this reset conditionm, QS will be "cut off" and the buffer output
stages QA and Q7 will be in the "cutoff" and "on" states, respectively.
Continuing, with only V

==0,3 volt and V ==0.1 volt assumed knowm,

BE6 CE6
the currents and voltages throughout the remainder of the circuit are found

by Kirchoff's and Ohm's Laws as follows:
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10-v

IR = R CE6 - 12.06 ma
Cé Cé
104V

1 = —CE6 . 5,995 ma

Rpe  FmatLe

R

L6 RB&

v = m(———)-v (_—aJ=0£ww
B4 ReatRie CE6 \ Ry, tRpg

3 1 = 1 -1 = 11,065 ma
i cé RCb RBA
10 + Vppo
L, —E T 1.03 ma
B7 87
Vers ~ VeE7
IR = M = 4.0 ma
L5 L5
} 1 = 1 -1 = 2.97 ma
3 B7 Ris  Rpy
10 - V
IR = = CE] - 6.6 ma
c7 c7
10+V
I = --—"R—'E—E‘@’ = 6-88 ma
Rge B6
b 10-V
3 1, = €E5 . 111 ma
3 c5 c5
:l I a 1 -1 = 7,1 ma
3 D6 )
Res  Bys
1 s L. -0 = 0.22 ma
B6 ¢
No RB6
10-V
L, = —% BES 0.647 ma
BS BS
1 = _]_{;)..-_‘..’—C-g—t-.— = 4.47 \
R =i R = . md
Ch C4
11-27 8

» O e TP 2
P T S LY 1 P LT i o Ter T T N Ty PPT



Ry

vk

e gl L

Thus, we have found the nominal voltage and current values
expected in the circuit by assuming only the base and collector voltages
of the saturated transistors and the diode drops across the forward-biased
diodes. The terminal voltages and the state of the various transistors

are:

VB6 = =0,3V. VBS = +),3V
]
Ve = 0.1V Vog = -0.9V 1
Nttt et ettt N e i
SAT CUTOFF
H
VBA = +}.0491v VB7 = =0,3V
VC& - "3- 3V , v07 = “U-IV
St e et et Sttt i’
CUTQFF SAT

Assuming that the breakpoint voltages of silicon diodes
occur at 0.6 volt and zero current, the base-emitter breakpoint of the
germanium transistors occurs at -0.3 volt and zero current, and the break-
point of germanium diodes occurs at +0,3 volt and zero current, we may
analyze the circuit for possible threshold triggering levels, Although
these trigger levels are essentially dc levels, they will apply to this
circuit for pulses of duration which are long compared to the propagation
delay of the circuit.

For triggering of the flip-flop to occur, a signal must
appear on the IF-0l terminal which will carry the base of Q5 from +0.3 V
to -0.3 V or a total change at the input of -0.9 volt (if Ei begins at
zero, it must go negative to -0.6 V in order to carry VBS to zero; and

then, 1t must go to -0.%9 V to carry V,, to =0.3 V; therefore, AEi = -0.,9

B5
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volt, This indicates that the minimum threshold voltage to trigger or to

"upset" is -0.9 volt).

In order for the circuit to switch with a transient iaput
on IF-01 which equals or exceeds the threshold of -0,9 V, the pulse dura-
tion (Tl) must exceed a given minimum value which is determired by the cir-
cuit's pulse response. In other words, the Eg input must trigger QS “on"
sufficiently long for Q6 to come out cof saturation and propagate a feedback
signal through DS’ which will ensure that Q5 will rezmain in the conducting
state when the Ei pulse terminates. An astimate of this minimum pulse
duration can be made by utilizing transistor specification sheet data and

circuit parameters given on the circuit diagram.

An additional condition must be satisfied, of course, if
switching is to be possible at all; that is, the "loop-gain,” when both
Qg and Q are active, must exceed "unity." The greater-than-unity loop
gain requirements are always necessary for the trigger circuit to function
and they must be satisfied in the initial design; however, it is appropriate
to consider the minimal transistor parameters which can be tolerated before
the circuit becomes completely inoperative, For the circuit under considera-
tion, these minimum transistor parameters are determined by writing the "loop

gain" of the circuit as follows,

Refer to the equivalent circuit shown in Figure II-7., The
identity of transistors QS and Q6 are retained; however, it is assumed that
both D. and D

5 6
have been replaced by s the forward resistance of DS’ and rdﬁ’ the for-

are forward biased during the switching transient and they

ward resistance of Db. Capacitors Cl and C2 are shown on the equivalent
circuit diagram; however, they are considered as signal short circuits

during the switching transient.
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The DPI technique for determining "loop gain" is to break
the loop at the collector of Q5 and insert independent*current generator
ix between the RCS = RL5 ~ Tye node and common ground. The loop can be
broken at other locations, but the circuit break must be properly terminated
in bLoth directions; breaking the loop at a transistor's collector terminal
alleviates the necessity of terminations. The "loop gain" of the circuit

shown in Figure II-7, written out by inspection using DPI techniques, is

l—___.— Loop Gaiu

Bes) s 1, [ ®ce||"16’ T
6

I s1
C3 [(R 51 Rus? * (g ¥ Bygg) ] ReglifLe) ¥ (g5 * Pesy | 3

X
P Lse -
i ICEr =
I —T
2
I 2
TR Rej1®) ] 8
X LR R+ (rg + by )

*In effect, this technique represents the replacement of the single B IBS
current generator with a series combination of two identical current
generators whose magnitudes are given as Bs Izs and Iy, respectively. The
newly created node between the two current generators is then grounded, but
since B5 Ipg must identically equal I,, this new node can be connecced to
any arbitrary point (the current into the new node exactly equals the current
out of the node)., With the new node at ground, I, is assumed independent
initially and the value of the B Ips generator is calculated as a function
of Iy and all other input signals. The dependent Bs Ips generator is then
set identically equal to Iy, thus reestablishing the feedback loop, Loop
gain is defined as [B5 Iyg = £(I,)] + I, before feedback is reestablished.
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The loop gain expressicn implies that

: & [(RCHRL) 5oy & hie)]
- ®ep )

if loop is to exceed unity,

After the quiescent dc potentials have been computed and the
normal trigger levels determined (AEi = -0,9 V as shown above}, it is
advisable to make a table of all possible single input transient conditions
and to determine how these transients affect the circuit operation. Inputs
IF-01, F:BI, and the -10 volt buss of the circuit shown in Figure II-6 were
chosen for studying "upset." The various cases tc be considered are sys-
tematically iisted in Table II-2. Nete that each case 1s assighed a number
and that both positive and n~gative transient input signals are considered
for each possible state of the flip~flop. Although some of the cases may
crepresent trivial conditions, they should each be systematically investi-

gated so that no case will be overlooked.

Case 1 (a) Positive Input IF-01 with QS On

At approximately e, = +75 volts,* diode D1 (FD-600) will brzak down,
couple the input signal intec the base of QS' and cause the circult to chaage
states. Therefore, this is an "upset" condition. If the input current
rises considerably, dicde D7 will be in the conducting state and it is
rossible for diode D5 to forward bias and pull Q4 out of conduction which
alsc represents an 'upset" condition (but Q4 would have already gone into

the "off" state when QS changed state).

x
The spec sheets for the FD-600 diede show that reverse current is beginning

to increase rapidly at ~+60 V; therefore, +75 V is chosen as the approxi-

mate VBD'

I11-32
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TABLE 11-2

SUMMARY OF POTENTIAL UPSET MODES

PULSE TERMINAL CIRCUIT
CASE POLARITY PULSE STATE
1 (a) + IF-01 Qg On
1 (b) - IF-01 Q On
2 (a) + _ IF-01 Qg Off
2 (b) - 1F-01 Qg Off
3 (a) + F-0L Qg On
3 (b) - F~01 Qg On
4 (a) + F-01 Qg Off
4 (b) - F-01 Qg Off
5 (a) + -10 V Qg On
5 (b) - -10 v Q5 0o
6 (a) + -10 V Qg Off
6 (b) - -0V Qg Off
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Case 1 (b) Negative Input IF-0l with Q5 On

At ey = -0.9 V, diode D1 forward biases, but since Q5 is already "on,"
the input signal merely causes additional base current in Q5 and drives Q5
further into saturation. is input signal condition does not necessarily
cause an "upset” unless Q5 is damaged by excessive base current, in which

case upset would occur.

Case 2 (a) Positive Input IF-0l with Q5 Off

Since Q5 is already "off," a positive input large enough to break

down D1 (=+75 V) and couple into the base of Q5 will not ordinarily upset
the circuit; however, an interesting extension of this case will take place
if the input signal is large enough to appreciably forward bias diode D7.
If D7 is sufficiently forward blased, a conduction path could then exist
through DS’ through the collector-base diode equivalent of Q6’ through D6
{if the drop across D8 were gufficiently large) to the collector of Q5, and
hence to the base of Q7 through resistor RB?' Obviously, a rather large
overdrive signal would be necessary in order for the above signal path to
exist, but existence of such a path would cause "upset" of the Q7 output

and possibly permanent damage to D1 and D7.

Case 2 (b) Negative Input IF-0l1 with Q5 Off

A negative input on IF-(Ql represents the typlcal mode of operation
for the circuit when Q5 1s off and triggering is desired; therefore, a
negative transient input on IF-0l cannot be distinguished from an ordinary
input signal and "upset" will occur at e; =.9 V when diode D, forward
blases and causes Q5 to change states} a situation which represents an

upset conditiom,

II-34
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Case 3 (a) Positive Input F-01; 05 On

This case represents perhapa the most interesting "upset' condition for
this circuit because of the unusual circuit path established by the input
transient signal, When Q5 is on, Q, will also be in the "on" state, and the
nominal output at F-01 will be -0,1 volt. A positive input signal applied
to F-0L {the collector of QA) will couple through the collector~base diode
of Q4 and through RL6 into the collector of Q6. Once the positive input
signal affects the collector potential of Q6’ drive current through D5
to the base of Q5 will be inhibited and ?5 will be cut off,

The positive signal appearing at the collector of Q6 will also prevent
normal collector current, but more important, the positive collector poten-
tial will forward bias the collector-base diode of Q6’ raise the base poten-

tial of Q6 positively, and forward bias diode D, in the base circuit of Q6'

8
Since Q5 is cut cff, its collector potential will fall toward the negative

10~volt supply and will provide ample drive through D, to the base node of

6
Q6 to cause Q6 to saturate under normal conditions; however, the positive
potential at the base of Q6 caused by the input transient signal will pre-

vent any of the drive current through D, from affecting the operation of

Q6' Thus, the application of the positgve EMP transient to the F~O1 ter~
minal results in Q5 having no base current and being cut off, .nd Q6 having
sufficient drive into its base node to cause saturation if the base of Q6
were not held positive by the conduction path through D8 and the collector-

base diode of Q6'

As the positive EMP transient at the F-0L input returns toward zero,
dicde D8 will first be allowed to come out of conduction (although a cur-
rent path at this point will still exist through the collector~base diode
of Q6 and through D6). Then, the base-emitter of QG.Will receive forward
drive from the D, ~ R

6 C5
because the collector of Q6 will still be positive due to the EMP signal.

branch, but normal collector current will not begin

As the EMP transient further approaches zero, the collector of Q6 will be
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allowed to become negative and QG will go into saturation immediately

since it has ample base drive through D6 to do so, Since the collector of
Q6 will go no more negative than about -0.1 volt, the saturation value, the
base drivs to QS' cannot be reestablishsd; thus, Q6 will end up in the
saturated state, and Q5 will end up cut off, a condition representing a
change of state for the flip-flop. Thus, an upset took place with the
application of a positive input signal to the F-01 terminal.

Assuming that the equivalent circuit which applies during the positive
F-01 input transient can be represented by the circuit shown in Figure I1I-8,
we can predict the amplitude of input signal required to achieve upset. The
RB& a2 10 K branch to +10 volts and the RCA = 1.5 K branch to -10 vclts have
been omitted since their contributions are considered negligible., The for-

ward resistance of the collector-base diode of QA is assumed to be 100 ohms.

The threshold value of Es which will cause the potential at VC6 to be
equal to -0.9 volt (the breakpoint of the DS' base-emitter of Q5 branch),
will cause upset. Using the equivalent clrcuit of Figure 1I-7, the upset
value of Es calculates to be +2.285 volts. The time constant of the cir-
cult is approximately t = ,002 uF (DPI) = (.002 wF) x (98.8) = 197.6 nsec.
Since dc threshold i1s of interest here, there is ample time for the circuit

to upset.

Case 3 (b) Negative Input F=01 Q5 On

-___.When Q5 is on, Q4 is on and the logic level signal appearing at the
F-01 output is approximately -0.1 volt. A negative EMP transient appearing
on the collector of Qh pulls transistor Q4 out of saturation and forward
biases diode D4 if the transient amplitude is more negative than -3.3 volts,
Damage to diode Da may be expsrienced if the transient amplitude and dura-
tion exceed the capabilities of D4. If the EMP input signal appearing on
the collsctor of QA is more nsgative than =15 volts, collector-base break-

down of Q& takes place and a signal will be coupled through RLGand D5 into
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the base of Q5 but Q5 is already on and saturated and this transient will

not upset the circuit.

Case 4 (a) Positive Imput F-01 Q5 Off

When QS is off, Q4 is also off and the voltage appearing at the collec-

tor of Q4 is -3.3 volts., Since the alternate state of Q4 is represented

by an output at F-01 of -0.1 volt, a positive input at F-0l1 represents an
upset condition as far as other circuits which are fed by the EZBI output
are concerned; however, if "upset" of the Q5 - Q6 flip-flop is defined as
a transient input which causes Q5 and Q6 to change state, then the mere
existence of a positive input at the F-01 terminal does not necessarily

represent an upset condition. The following events take place.

A positive pulse on F-01 will couple through the collector-base diode
equivalent of Q4, through RL6 and into the collector of Q6. At this point,
transistor Q6 will be cut off; that is, the collector voltage of Q6 is
positive, and current from the EMP transient will flow through the base-
collector diode of Q6 forward biasing diode DB’ thus, the normal base cur-

rent supplied by D6 and R

5 is prevented,

As the EMP transient falls back to zero, the normal base drive of Q6
will be reestablished when e, = +.6 V Q'(VCB4 + VCBé)' Thus, with the
reestablishment of normal base drive on Q6’ Q6 will go back into conduc-
tions and Q5 will again be denied base current drive and thus remain in

the cutoff state.

The positive-pulse input causes many transients throughout the flip-
flop, but the circuit remains in ths original state and this excitation does
not causs an upset condition of the circuit (see Figure 1I-9).

11-38

it oo

b bt i g e

i o™




-10v ~10V ]

;

;;

Res 4
]

]

i

i

]

Figure I1I1-9, Main Current Path for Case &4 (a)
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Case 4 (b) Negative Input F-(01 Q5 Qff

Diode D4 * i1l try to limit output at -3,3 V, but it will not be able
to accomplish this with a 10-ohm source impedance on the EMP input signal,
and D4 is likely to fail. When VC& reaches -15 V, Q& will experience
collector-base and collector-emitter reverse breakdown,

Q4 can be made to fail and/or the signal on the base of Q4 will couple
into the collector of Q6 and cause Q6 to come out of saturation. The nega-
tive signal on the collector of Qﬁ will cause Q5 to come "on'" and this will
cause an upset condition since the flip-flop will have changed states.

Most likely, Q4 will fail before an upset condition can occur. Such a
failure will render the circuit incperative and incapable of responding to

normal logic signals.

Case 5 (a) Positive Input on -10 V Buss Q5 "on"

Normally, a positive input signal superimposed upon the negative 10-
volt buss could be used to toggle the flip-flop if commutating capacitors
were employed across the cross-coupling diodes D5 and D6' If capacitors
were employed across diodes D5 and D6’ each would have a different charge
depending on which state Q5 and QG were in. A positive pulse superimposed
on the =10 V buss would cause both transistors to be cut off, and as the
positive pulse terminated, the tramnsistor whose base is connected to the
capacitor of lowest charge would achieve base drive first and would come
"on'" and saturate. Since the transistor "off'" before the pulse is applied
ends up as the "on" transistor after the pulse terminates, the flip-flop

toggles upon the application of each peositive pulse to tiie =10 V buss.

Because circuit symmetry is assumed for purposes of analysis, there is
insufficient diode capacitance to behave as commutating capacitors and a

toggle condition is not expected tu take place according to the theoretical
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analysis, However, laboratory measurements performed on an actual circuit
did show that the circuit would toggle from one state to the other, but it
would not toggle back when the next pulse was spplied., It appeared that
the circuit had a preferential state with respect to the application of a
positive pulse on the -10 V power supply line. With "matched" resistors
and "matched" transistors, the circuit preferred to trigger from the Q5

"of f" to the Q5 “on" state when Ae = +6 volts.

When RCS was reduced from 820 ohms to 730 chms, the preferential mode
switched; that is, the circuit preferred to switch from Q5 "on" to Q5 "off,"

Just opposite to the original preferential mode stated above.

In the original "matched" component configuration, interchanging the
two transistors utilized as Q5 and Q6 respectively, did not alter the
original preferential mode. Therefore, the preferential mode must be

dependent on circuit layout and circuit components other than transistors
Q5 and Q6'

Case 5 (b) Negative Input on -1( V Buss; Q5 On

Regardless of the state of Q5 and Q6' a negative pulse superimposed
on the negative 10-volt buss merely represents an increase in the supply
voltage value and the "on" transistor will remain "on" and the "off" tran-
sistor will remain "off." The "on" transistor will be required to carry
a larger collector current, but it will also receive a proportionally
larger base drive to keep it on and saturated; therefore, no upset will

occur.

Case 6 (a) Positive Input or ~10 V Buss; Q5 0ff

Exactly the same argument as was given for Case 5 (a) above will apply
here., The circuit will seek a preferential state, and if the circuit's
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preferential state is opposite to its initial state, then an "upset" will
take place. If the circuit’s initial state ies its preferential state,

then no upset will occur.

Case 6 (b) Negative Input on -10 V Buss; Q5 Off

See the discussion for Case 5 (b) since the same argument will apply

here,

After the above hand analysis had been performed, the actual
circuit was tested in the laboratory, and the expected upset conditions
investigated for agreement with predictions. A comparison of the predicted
and the experimencal results is presented in Table II-3 and Table II-4. It
is noted in Table II-3 that only those cases are presented where upset was
expected; if a damage coudition was expected to occur before upset took
place, the test was orftted. Also, note that Case 2 (b) appears twice,
once with direct coupling used and again with capacitive coupling used.

In the capacitive coupling case, the input to upset should be larger than
the direct coupling case by an amount aqual to the 10-vclt charge on the
coupling capacitor. There is good agreement in practically every case;

all the "upset" conditions did occur. 1n Case 1 (a), the difference is in
the breakdown voltage of D1 which was aprroximately 75 V according to the
spec sheets, but was 90 to 120 volts in reality. There is also a slight
discrepancy in Case 3 (a). For some reason, the actual circuit was more
sensitive than predicted, but the computer results (given elsewhere in this

report) agree with the hand analysis.
In Table II-4, it is saen that predicted and measured values

of tarminal voltages were in good agreement. However, the breakdown vol-
tages of the FD-600 diodes were all greater than the spec sheets indicated.
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TABLE I1I-4

COMPARISON OF MEASURED AND CALCULATED
VOLTAGES FOR DISCRETE ELEMENT FLIP-FLOP

Terminal State Measured Calculated :
5 Q. On - .048V - 0.1V ;
cs S 3
Q5 Of £ - 1.114v - 0.9v
v Qg On - 453V - 0.3V
B5
Qg 0ff + .259V + 0.3V a
v Qg On - 1117 - 0.9v :
"6 ]
Qg Off - .05V - 0.1V i
’ Qg On + .25 +0.3v 1
B6
Q5 off - 451V - 0.3V
' 1
v Q. On - 3.350v - 3.3 3
c7 3 1
Qg Off - .041V - 0.1V ]
3
Qc On + .105V + 0.0491V f
VB7 5
Qg Off - 425V - 0.3V :
3
E
Vg, Qg On - 041V - 0.1v ;
Q5 0ff - 3,347V - 3.3
4
Q. On - - 419V - 0.3V 3
VB4 5 1
Q5 Off + .102v + 0.0491V §
i
Components: %
RB? = 9851 ohms R.B4 = 9861 ohms |
RLS = 154.5 RLG = 152.6 ;
Rog = 853.1 Roe = 827.2
BV @ 3 ma 10V @ 10 Ma ;
D, = 96V Q 8= 69.4 ;
D, = 105V Q; B = 68.9 :
D = 99v Q 8= 68.9 ‘
06 = 104V Q7 g = 66.3 ;
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b, Computer Aided Analysis

fg The discrete component flip-flop studied in the previous section
| using hand analysis techniques and presented as Problem 2 was used to

illustrate the applicability of various circuit analysis computer codes to
the dc upset threshold prediction problem. The schematic diagram of this :
circuit with nodes identified for formatting is shown in Figure II-10. f

While many computer codes capable of solving dc upset threshold
problems are available, only CIRCUS-2, NET-2, and SCEPTRE (References 8,
9, and 10) vere used for purposes of demonstration. In each case, the

latest edition of the code user's manual was used to format flip-flop
circult.

For any given circuit upset problem, the following problems
relating to the use of computer codes must be considered.

(1) The applicability of active device models to the problem ;
being addressed.

(2) The extent of the device library associated with the code .
selected or available. 1

(3) Special considerations that require attention during the
formatting precedure,

As stated in Aprendix A, most circuit analysis codes use elther
some modification of the Ebers-Moll Model or a charge control equivalent.
For dc or low frequency (< 20 MHz) transient circuit upset problems, the
models generally available are adequate. The problem most frequently 1
encountered is thst of a limited device library. If a given device is not

available in the library, one must select a suitable equivalent,

e s b A
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determine required device parameters, or obtain device data from another

library and modify the available parameters, Of the three codes used,

e ———

SCEPTRE was found to have the most complete and accurate device library,

The special considerations referred to by Item (3) above include

such problems as deriving realistic initial conditions and modifying schematic

AT TN

values to recreate circuit asymmetry such as exists in flip-flops. The
3 evaluation of these factors requires some degree of hand analysis in order

to prepare a computer input.

Computer runs were made for each of the cases where up-2¢ was pre-
§' dicted by hand analysis. A 1 usec pulse duration was used in all cases.

! For the initial run, the input voltage pulse amplitude was set to a level

- below the predicted dc upset level and then increased with each succeeding

4 run until upset occurred. The initial state of the fiip-flop was set in

¢ cne of two ways. For the SCFPTRE and NET-2 programs, a current gemerator

delivered a short current pulse to one of the inputs prior to the start of

the upset pulse. There was a delay of 300 nsec between the current pulse
and the upset pulse to allow the circuit time to stabilize before the upset
pulse was applied. The initial conditions for the CIRCUS-2 runs were
calculated by the program after initial estimates were given. Table II-5
shows a comparison of the various upset cases for experimentallv determined
values, hand analysis predictions, SCEPTRE, NET-2, and CIRCUS-2 predictions.
The differences seen in Case 1 (a) are due to the different assumed

values for the breakdown voltage of diode D The differences seen in

Case 3 (a) are due to differences in the mo;el parameters of the transistors
and diodes. 1n Case 5 (a}, the flip-flop was not in its preferred state and
therefore an upset was measured. This is one of the cases where the
computer analyses, because of the symmetry of the circuit, cannot predict

the upeet unless a preferred state is programmed.

As an illustration of the effect that the semiconductor model will
have in predicting upset, the discrete flip-flop circuit was analyzed using a 50
nsec pulse. For this shorter pulse width, the upset ti.eshold predicted by the
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three different analysis programs agree as well as with the longer

(1 us) pulse. These differences can be seen in Figure 11-11 which shows
the input voltage (IF-0l) required to upset the flip-flop for the three
analysis programs. The primary difference in the results is probably due
to differences in the device capacitance values used in the different
codes. As pointed out previously, conservative results are obtained using
dc upset threshold in conjunction with a high frequency approximation

such as the one derived earlier in this section. Using the expression

1/2
tod
V =V (.IL_)
u de

t
u

with the known values of vdc = 0.9V and tpd = 200 ns, the upset threshold
for a 50 ns pulse is
1/2
vV =0.9 200 = 1.8 volts
u 50

This value is in the range predicted by the computer analysis and is an

acceptable approximation.
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SECTION III

DAMAGE THRESHOLD ANALYSIS

ok e

1.  GENERAL

Component burnout or permanent damage has been previously defined @
as the irreversible degradation of a component's characteristics due to
an EMP induced transient. Damage threshold analysis refers to the cir-
cuit level analysis performed to determine the uagnitude of the smallest
signal, of a specified time history, that will cause the pulse power burn-
out of the most susceptible component associated with a given circuit
port. This component damage level is a function of frequency, therefore
the pulse power necessary to cause permanent damage must be computed for
all frequencies of interest. Figure III~1 illustrates a hypothetical
damage tareshold assessment problem. Figure III-la is a simplified

L al i sa's b

schematic of an interface circuit selected using a circuit screening
procedure as described in Section I. The damage characteristics of each
component are shown in Figure III-1b., The actual damage threshold :urve
for active devices is dependent on transient polarity; therefore, Figure
III-1t would apply only to one input polarity. To determine circuit

vulnerability, the analyst computes actual device power dissipation for

the given EMP specificacion and compares the actual level with the rated 1
damage level. 1

It is obvious from the above statements that the performance of a
thorough damage threshold analysils requires a data base that permits the
complete characterization of the pulse power response of all generic

component types., Since component exposuze to high amplitude, short

III-1
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{a) Interface Circuit Schematic

Damage
Power

Frequency

(b) Component Damage Power Profiles

Figure III-1, Hypothetical Damage Threshold Assessment Example
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duration, EMP induced transients often results in a nonlinear response not
defined by existing device models, each generic component class (resistors,
capacitors, junction semiconducteors, etc.) must be studied sepsrately in

order to develop models and, subsequently, a complete data base for damage

threshold analysis.

Based on device population in modern aeronautical systems and on
limited experimental work by several investigators (References 1 through
7) , most damage threshold analyses assume that the semiconductor junction
is particularly susceptible to damage for the frequencies or pulse widths
of interest. Based on this assumption, most component level tramsient
response studies have centered around semiconductor junction devices.
Since the available pulse power response data base is limited primsrily
to transistors and diodes, the analyses presented in this handbook will
emphasize the calculation of damage thresholds determined by semiconductor
device types. Cases where other device types could determine the damage
threshold of a given circuit port will b2 pointed out when encountered in

sample problems.

A number of investigators are currently performing pulse testing
programs to study the damage levels and mechanisms for integrated circuits
and resistors, Ultimately the data obtained from these programs, along
with data obtained from previous similar programs, will be stored in the
data storage/retrievgl computer code, SUPERSAF (Reference 8).

Once a circuit has been selected for s detailed damage threshold
anglysis (by a screen as discussed in Section I), the computation of

damage thresholds will proceed as follows:

i
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(1)

(2)

(3)

(4)

L T oy SO PN

Select evaluation method

{(a) Hand analysis
(b) Computer analysis

(¢) Experimental assessment

Obtain circuit data (i.e., component values,

active device parameters, operating levels,

etc.)

Examine each circuit node for possible intereat

Perform threshold analysis for each interface

port

(a)

(b)

(c)

(d)

(e)

Simplify the circuit using network
analysis techniques.

Select or compute damage power as

a function of frequency [P(f)] for
each component in the simplified
clrcuit.

Compute circuit port V-I required to
generate the lowest P(f) determined
ic (b).

Compare component dissipations due to
input (¢) with each damage level to
verify that the lowest P(f) selected
is the worst case,

If the loweat component P(f) is not
the worst caae, recompute circuit port

V-1 for the moat susceptible component.
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(f) Evaluate circuit layout and packaging for

possible arcing modes.

(g) 1If circuit vulnerability is to be assessed,
determine the applicable driving function and
source impedance (Section IV). Vulnerability is
determined by comparing the actual driving
function to the results of (e).

(h) Enter data into susceptibility matrix or

computer data base.

For the purposes of this handbook, it is assumed that only interface
circuit ports need be considered. This assumption is generally true for
the damage case due to the low probability of delivering large powers by
other than direct coupling. Nevertheless, the circuit layout and packag-

ing should be studied for possible arcing modes.

The circuit element having the luowest damage threshold [P(f)] at a
given frequency dees not necessarily determine the lowest 'circuit"
damage threshold. As indicated by the inclusion of threshold analysis
steps 4(d) and &4(e), the conputation of worst case (lowest) circuit port
V~I may be an iterative process. The number of iteraticns will depend
on the circuit cvonfiguration and hence power distribution. For example,
in Figure 1iI-1, the power dissipation in resistor R (IZR) may exceed
that component's damage rating at a current, 1, less than that required to
{ail diode D1, even though the damage threshold for D1 is less than that
for R. Hence in this case the resistor may be the most susceptible circuit

element. Such a case is encountered in example problem 2 in Section 5.a.

This procedure assumes a compliote component damage threshold data
base so that all components can be given consideration. In actuality the
existing data base is limited to junction semiconductor devices and con-

tempeorary damage tiireshold analvses assume that these components

I111-5

Rt LT —



determine circuit susceptibility levels. As pointed out, this assumption
will not be accurate in some cases and the analyst should utilize the
generalized procedure in conjunction with the data base available at the

time the analysis is performed.

As in the case of transient circuit upset, any circuit node exposed
to an EMP induced transient must be analyzed to determine its damage
threshold level. In the general case, a circuit selected for analysis
will c¢ontain several exposed ports and each must be analyzed separately
and in combination with other ports to completely characterize the cir-

cuit's EMP damage susceptibility.

Assuming that a particular device has been identified as the most
susceptible element associated with a given circuit node, Figure I1I-2
illustrates a two port excitation case. The effect of each transient
source on the device may be represented by a transfer impedance designated
by ZT’ which is the ratio of the change of signal voltage of the source to
the change of device current. The pulse power dissipated in the device is
a function of both EMP signal sources, their transfer impedances, and the

phase relationship of the pulses.

Unless definite amplitude and phasing characteristics for the signal
sources can be determined, tliere will be an infinite number of combinations
of phases and/or amplitudes which can cause the device to fail. This may
occur even if one of the parameters {(amplitude, for instance) is variable
while the other (phase) is kept fixed. For this case, the voltage thresh-
old at the circuit necessary to faill the device may be represented
graphically in a manner similar to Figure III-2b. Any point on the graph
would define a combination of defined phase signal sources required to

fail the device.

If a relatiouship for both the phase and amplitude of the two EMP

sources can be defined, then one combination of EMP source voltages will

Iil-6
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define the circuit failure thresholds. It can be seen from the above dis-
cussion that the analysis of multiport EMP damage for a case where the

exact sources are not known, is a complicated process. For the case where
every EMP source is completely specified and invariant, a definite multi-
port failure level may be determined for the circuit. However, it may still
be desirable to generate a curve such as Figure III-2b to determine the
margin of safety or overkill for the circuit. Fortunately, in most cases,
one of the transfer impedances will dominate {i.e.,, be significantly smaller
than the rest), For this case, the multiport nature of the circuit excita-
tion may be ignored and the analysis may be conducted considering only the
EMP source acting through this dominant impedance. The determination of the
relative magnitudes of the transfer impedance may be made by inspection for
simple circuits, For more complicated circuits, circuit analysis techniques

such as the Driving Point Impedance (DPI) method (Appendix C) may be used.

2.  RESPONSE CONSIDERATIONS
Damage threshold analyses can be performed in one of three ways:

(1) Given a specific interface circuit, Jetermine the component damage
threshold ratings for all components and from these expressions,
compute the smallest inpu® signal, of a specific waveform, that
will produce permanent damage. This is the most general form of
solution and is independent of driving function and source impe-

dance. Referring to Figure III-3, V., and I as a function of

F F
frequency are determined.

{(2) Given a worst case (amplitude and waveform), EMP excitation
determine the minimum vulnerability threshold., In this case,
component and circuit damage thresholds are computed only for
the actual worst case driving function (VE) and source impe-
dance given (ZS). Referring to Figure III-3, a worst case

value for Zs is defined and the associated VF is computed as

I1II-8
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Figure III-3, EMP Excitation Variables
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In general this approach is used in the absence of a
verified EMP specification to estimate the relative

vulnerability of many clrcult ports in a given subsystem.

(3) Given a specific EMP specification (based on either
theoretical or experimental data), use the data from (1)
in conjunction with the known source impedance to deter-
mine minimum vulnerability threshold and then compare this
value with actual source voltage for all frequencies of

interest., In this case, both V_ and Zs (Figure III-3) are

E
known and vulnerability can be more accurately assessed

than for (2). Therefore

VE(threshold) = VF + IFZS

VE(actual)
VE(threshold)

=& Vulnerability

The particular approach used depends entirely on the cbjective of the
analysis and the informaticn avallable. Giving complete damage character- %

ization for all components and an EMP specification, method (3) 1s used.

Since the example problems presented later in thls section are
intended to illustrate a general appreoach, method (2) is used with various

resistive source impedances. Large magnitude current pulses are required

II1-~10




to produce permanent damage, hence the value of source impedance is

extremely important in determmining if circuit damage will occur for a

given generator voltage. The failure threshold of a circuit for a single
input drive is the lowest input current (IF) which will cause a failure
current to flow in a critical circuit component., As this input current

mu3t alse flow through the source impedance, a proportionally higher generator
voltage will be required as the source impedance magnitude is increased.

The source Impedance in a damage analysis places an upper limit on the amount
of current that can be drawn from the source at a given voltage. As

will be shown later by sample Problem 4, the value of aource impedance
selected can possibly determine the failure mode exhibited by a given

circuit.

Since the EMP specifications are often stated in terms of a damped
sine wave and since most component failure data are defined in terms of
a rectangular pulse, a relationship between these two waveforms is often
required. For the juncticn devices, a detailed derivation of such a
relationship is presented in Appendix B. Given a damped sine wave of
specified frequency, a rectangular pulse producing identical junction

degradation may be defined using the fellowing equation:

where

T ® duration of rectangular pulse

fs = frequency of damped sinusoid

As shown in Appendix B, this relationship gives a good approximation
for either the forward or reverse bias cases, Based on multiple pulse
studies by Wunsch and others (References 2 and 7), it is assumed that

device damage will occur during the firat cycle of a damped sine wave, if
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at all. Therefore, the lower amplitude cycles are neglected. Waveform

conversion expressions for other component types have not been derived at

this time.
3.  ANALYSIS METHOD SELECTION
The general discussion of the relative merits of hand analysis, com-
puter aided analysis, and experimental assessment presented in the upset
threshold analysis section also applies to damage threshold analysis with ;

the following additionsl factors:

(1) The limited component damsge characteristic dats base

i o i

necessitates the use of experimental assessment for many
circuit cases. At the present time, insufficient infor-
mation is avallahle to permit the theoretical determination

of integrated circult damsge thresholds.

(2) Exposure to high amplitude transients force rost component
types to operate in abnormal modes; thus, conventional small
and large signal device models are not generally valid.
Special damage models such as junction breskdown models hsve
not been incorporated in most available transient analysis

computer codes.

(3) The use of simple device breakdown models in conjunction
with circuit simplification techniques, such as DPI and
loop anslysis, permit hand analysis to solve even complex

circuits; thus making this method preferable.

Figure III-4 ia the analysis technique selection matrix for damage
problems. The weighting of individual selection factors for each snalysis

I1I-12
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technique is ordered such that the lowest numerical rating indicates
highest preference. While each analysis method has its advantages and
limitations, hand analysis has been found to be the most effective overall
approach. Experimental determination of damage thresholds requires more
sophisticated laboratory facilities than upset analysis because of the
high power, high frequency signals that must be generated to produce
device failures. At the present time, few computer codes are available
that contain device burnout models. Even if existing codes are modified
to include this feature, existing burnout models are not precise and

hand analysis is acceptably accurate and generally more cost effective.
Circuits containing input filters or a large population of reactive com-
ponents may best be solved using computer techniques. As damage models
are improved and required device libraries, such as SUPERSAP, are developed,
the use of computer codes f;r damage threshold analysis may become more
practical and cost effective. The optimum analysis approach at the present
time is hand analysis supplemented by experimental work when no device

model is available.
4. DATA REQUIRED FOR DAMAGE ANALYSIS

The most important data required for a‘damage analysis are the
damage threshold charactisties [P(f)] for all the components in the cir-
cuit under study. As stated earlier in this section, semiconductor devices
are considered most susceptible to pulse power burnout and are generally
assumed to be the single most critical item in any circuit. Therefore,
most work done to date regarding component transient response has
involved discrete junction semiconductor devices. In order to perform
damage threshold analyses, the pulse power damage characteristics of

a4 wide range of semiconductor devices must be known, The development of
models that will predict the failure levels of junction semiconductor devices

and the generation of a data base have been pursued by several investi-

gators (References 1 through 7). For the frequency range, hence pulse
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width range, or primary interest, tlie Wunsch model (Reference 1) is widely

used. This modeél relates the pulse power required to produce junction 5

burnout to the pulse width. This model has the form of:

. oy m1/2
Pj KRt

where Pj is pulse power required to produce junction failure, t is pulse
duration, and KR is a device constant dependent on such factors as junction
geometry and material. This equation states that the pulse power required
to cause localized melting in a semiconductor junction is a function of

the pulse width (or frequency) of the incident signal. This model was
developed and experimentally evaluated for the reverse bias case and for
pulse widths in the 50 nanosecond to 20 nanosecond range. Applying the

model, the current to produce junction failure (Ij) is

-1/2

P £
By -
I Vg Vap

wliere VBD is the junction breakdown voltage in the reverse bias :lirection.
This expression neglects bulk resistance (RB) heating effects si-ice the
basic thermal model for junction failure assumes that dissipation in the
bulk material is negligitle. Thercfore, the "device" power (PD) to

produce failure may be expressed as

P, =1V = Pj + PB

D 4D

T,



where

2 V, = Voltage across the device

PB = Power dissipated in the bulk material

or

2
PD = IJVBD + Ij RB

Although device power, PD, is not generally equal to junction power, Pj’
this equality is often assumed correct to allow simple experimental

determination of damage constant, K, using the Wunsch model

or

- 1/2
KRl (VDI 3 )t

This technique will be in error due to the inclusion of power dissipated
in the bulk resistance, but is sufficiently accurate for the determination

of relative damage characteristics of a wide range of semiconductor device

types. Since

m———— ——
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s a more conservative (lower) K would be determined using the relationship

or

KRI and KR2 have been assumed equal and have therefore been used inter-
changeably., For the purpose of this handbook the bulk resistance heating
is assumed independent of junction heating and the basic Wunsch equation
will be used to determine the current required to fail a given junction.
Bulk resistance will be treated as in independent element which must be

known to assess the total circuit input power required to cause failure.

g, o can be obtained experimentally by
1
pulse testing, a theoretical method for the computation of K using man-

While the damage constant, K

ufacturer's specifications has also been developed (Reference 4) and is
g8 less costly although less accurate techuique, The following two general

approaches have been formulated to determine K3

(1) Tunction Capacitance/Breakdown Voltage Method.

(2) Thermal Resistance Method.
Figure III-3 is o summary ot the theorcticail methods avatilable for com-
puting semiconductor damage constants, Method (1) above is more accurate

and the parameters required can be readily mecasured or obtained {rom

manufacturer's specifications.
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Figures I1II-6 through III-8 present nomographs for quick determination

of damage constant using the junction capacitance/breakdown voltage

method. The source of the voltages and capacitances used in this method
have considerable impact on accuracy. Manufacturers usually specify only
minimum (VBD) and maximum (Cj) values and the measured values for a specific
device may differ from the specification value by more tham an order of
ragnitude. A liscing of some measured and calculated semiconductor device
damage constants and breakdown voltages is presented in Appendix D. The

Air Force Weapons Laboratory has designed a computer code, SUPERSAP

(Reference 8), which permits the retrieval of known semiconductor device
transient response data. This code has recently become operational and will

be a good source of device EMP response data.

Semiconductor junction damage studies performed by Wunsch and others
have shown that less power is required to produce junction failure in the
reverse bias direction (KR) than in the forward bias direction and that,
for transistors, the damage constant for the emitter-base junction (Ke_b)
is lower than that for the collector~base junction (Kc-b)' Congidering
the inequalities shown below, plus the limited testing done for other than
the reverse bias junction case, one can see that the data base for junction
devices is incomplete. The question marks in two of the inequalities

indi{cate that a relationship has not been defined at this time.

Ky < Kp
Ke--bR_ < Kc-bR
Ke--bF ? Kc-bF
Keby | Ce-by
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It is known that junction failure in the forward bias case is primarily
caused by heating in the bulk material. The power to produce junction
failure under forward bias (PF) conditions has been theoretically approxi-

mated as

1/2

but experimental work has shown the t time dependency of the basic
Wunsch equation to be reasonably accurate. No theoretical method is avail-

able for computing the forward bias damage constant (KF).

Since available models neglect device bulk resistance, a value for
this parameter should be included iu the circuit under study. The following
discussion will provide a guideline to the impact of this parameter on

circuit threshold analyses.

The bulk resistance is the resistance of the semicgﬂéggﬁ%&g;g@&ggggigiag?ﬁzggrs:EE?};
between the ohmic contacts and the junction of the semiconductor. In the '
normal operating regions of a diode or transistor, the voltage drop
across the bulk resistance is small because of the low level currents
involved and is normally not conslidered for small signal, low frequency
problems. For currents on the order of those required to fail a semi-
conductor junction, the power dissipated in the bulk resistance may be a

significant part of the total power.

The bulk resistance of a forwaid bilased device is simall (Reference &)
usually on the order of 0.1 to 10 ohms. The higher bulk resistances are
assoclated with small area, low power devices which have limit currént _ 4
handling capabilities while tbe lower bulk risistances are M
the higher power devices. The bulk resistance of a semiconductor device

has been found to be larger in the reverse direction than In the forward

direction (Reference £). For reverse biased devices, the bulk resistance

IT1-23



may vary from 100 ohms to 10,000 ohms. 1In this case, the lower bulk
resistances are generally associated with low breakdown voltages and the
higher bulk resistances are generally associated with large breakdown
voltages. This can be seen in Figure III-9 which shows a plot of bulk
resistance for the reverse biased case versus device breakdown voltage for
a limited sample of silicon diodes. The data presented were taken from a
general listing given in Reference 4 and have been limited to the reverse
bias case and levels beloﬁ failure. In this figure one can see the trend
to larger hulk resistance as the device breakdown voltage increases.
Figure III-10 shows 2 plot of the bulk resistance for the reverse bias
case versus device current for the same group of devices. The data, in
general, show a decrease in bulk resistance with increasing current. The
series of data points on the lower part of the graph are the low breakdown

voltage devices.

For a forward biased junction near failure, the current will be large.
The power dissipated in the junction will be small compared to power
dissipated in the bulk resistance (Vj << I R ) The device power can be

B
approximated by:

BrORWARD

Since for the forward bias case, the bulk resistance is much smaller than
the source resistance, the source will look like a constant current. The
power will then be directly proportional to the bulk resistance. To
calculate the failure current, assuming the failure power is known (P

), a value for RB must be determined. Little information is available
on the bulk resistance of devices. One therefore has the option of
measuring the device of interest or of estimating the bulk resistance.
Since the power is directly pronortional to bulk resistance, any estimate
made should be large so that a conservative estimate of the current is
obtained. Examples of such an estimate are 10 uhms for low power devices

and 1 or 2 ohms for higher power devices.
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For reverse biased juucticn, the voliage drop acruess the bulk resistance
may be neglected for low breskdown voltage, low current devices. In the
case of higher breakdown voltage devices (large. bulk resistance),

ignoring the bulk resistance will lead tc conaervative estimates of circuit
failure damage thresholds. For silicon diodes, bulk resistance estimates
could be made by reference to Figure III-9.

In general, for low power, low breakdown voltage devices pulsed in
the reverse direction, the bulk resistance can be ignored when making
failure threshold estimates. For high breakdown voltage devices pulsed
in the reverae direction and junctions pulsed in the forward direction,
it is best to estimate a value of bulk resistance in order to obtain a
realistic estimate of failure threshold. The sample problems presented
later illustrate the effect of bulk resistance value on minimum‘signal

amplitude required to produce damage.

As stated earlier, little is known abzut the traucient Jdamage charac-
teristics of nonsemiconductor devices or newer types of semiconductor
devices such as Integrated circuits and field effect devices. Hith the
increased use of low power, precision components, damage threshold analyses
ylelding excessive power dissipation in passive ~omponents should be examined

carefully te isclat> ceritical nonsemicenductor components.

Figure III-11 gives a comparison of device damage constants for various
component types, To provide a basis for comparison, the Wunsch model was
assumed to apply to all device types.

aandy

While component ievel transient response and failure wmode data are

o T

most critical to a damage threshold analysis, other general information

i i

such as circuit component values and general transistor specifications is 3

also required.

e Gt
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As in the case oi upset threshold analysis, device models required
for damage analyses are very important and are discussed in detail in

Appendix A.
5. DAMAGE ANALYS1S EXAMPLES
a. Hand Analysis

The dctailed a-proach taken to determine the damage threshold of
a given circuit node depends largely on the circuit complexity and avail-
able component data. The first step in anf damage hand analysis is to
simplify the circuit to a single loop, if possible, by inspection, using
DP1 techniques, breakpoint analysis, or Kirchoff's laws. DPI and breakpoint
analyses are discussed iu Appendices C and A, respectively. The other methods
are assumed to be known by the .<ader. The examples presented later in this
section illustrate several of the circuit simplification techniques mentioned

above.

As stated earlier in this handbook, the EMP induced excitation
for a given circuit may or mav not be defined, Ewen if a specified driving
function is not defined, a range of probable excitations can be defined
such that a limited number of damage threshold solutions can be made and
a curve relating voltage or power damage level to pulse widths or freguency

can be plotted.

To illustrate the special problems associated with damage threshold
analysis, the circuit shown in Figurc I1I~12 will be used as a generic example,
The circuit loop shown was defined by circuit simpliification procedures and
a junction is represented by its reverse breakdown equivalent circuit. Given

a specific source configuration and signal, the current in the circuit is

i ,_VM'VBD

EMP 2q + ZP + Zc + RB
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If this cuirent exceeds the magnitude required for device failure, for

cxample, if

g t1/2
I > —-.B—-—.——--—-
EMP VBD ,

then the probability is high that the junction will be damaged.

The above treatment assume: that ZP is known, which is usually
not the case, and that no lumped circuit elements (Zc) will fail before
the critical junction. Ii Zc were a series resistor (R}, and if the actual
pulse power dissipated in the resistor was several orders of magnitude
greater than its dc power rating, then potential damage to this element

must be considered (as shown by Figure I11-11).

Since little data are avallable describing bulk resistance, RB
must be estimated or reglected for most damage problems. As shown

earlier, the bulk resistance ¢° a re' ‘rse biase’ junctin is 1 finction

of both breakdown voltage and junectivn current. In lieu of a measured or
estimated value of RB’ worst rasc damage threshold {lowest signal amplitude)
will be obtained by assuming zero bulk resistance for the reverse bias

-

case and RB equal to £ , maximum power transfer, for tne forward bias case.
3

For a given EMP inauced signal waveform and amplitude, the value
of ZS used for a given problem can determine failure mode and, therefore,
must be carefully calculated er postulated for each problem., Example
Problem 4 illustrates the importance of source impedance in solving

damage problems.

If the waveform and amplitude of the EMP induced signal are not
known exactly, a general graphical relationship between the damage power
threshoid and the incident pulse width (t) or frequency (f) mavy be formu-

lated by repeated circuit solutions. Figure I1I-13 shows both circuit and
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junction damage level power aa a function of pulse width for the circuit
of sasmple Problem 1, Care must be taken for pulse widtha leaa than spproxi-
mately 50 nanoaeconda aince Wunach (Reference 1) indicatees that junction

burnout power variea aa a function of r-l rather than 1-112 for ahort pulse

durations. The curves of Figure III-13 will zive a conservative eatimate,

hewever.

Each subaystem or circuit anslyzed for damage threahold is unique
and the ugse of one or more circuit siwplification technique depends largely
on the circuit configuration encountered. Most damage problems worked by
hand analysis are solved using a combination of breakpoint and DPI techniques.
Once experlence is gained using these methoda, many circuita can be aimpli-
fied by inspection and the problem reduced to a few aimple computations.

At the present time, the limited pulse power burnout data available for
3 most component types represent the main limitation of damage threahold

5 analysis techniques. The folleowing example problems are typical of the
! circuits that can be aolved with the available component data buae.

= <

(1) Problem L. Remote Controlled Relay

B b S o on R e e gl o b e o e e R ] i Al WA T

The firat circuit chosen for analyaia ia a simple remote ]
controlled relay. The relay coil has a diode acroaa ita terminals that way ;
be EMP auaceptible, Thia circuit ia ahown in Figure I1I-14. Asauming :
that the inductance of the relay coil ia large, ita impedance will be large 3
compared to the diode impedance at frequenciea in the one megahertz range.

Therefore, the ¢oil impedance will be neglected,

1

]

The failure current can be determined by: j
" ;~1/2 3

F Eg i

IF - T— - v |

BD BD }

4
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For e IN540 diode, the reverse breakdown voltage, VBD' ie 400 wolts and
the damage constant, K, is 0.93 (see Appendix D), Using a 200 nsec pulse
to approximate a 1 Mz damped sine wave (see Appendix 8), the feilure
current for the diode is

7 -1/2

IF - 233 :330 = 5,2 amperes

For e resistive source impedance of 10 ohms, the voltege required to produce
this current is determined from Figure III-14 to be

VEHP = VBD + IEHP REHP = 452 volts

Therefore, a 452~volt, 200-nsec pulse,or a 1 MHz damped sine wave having &
peak amplitude of 452 volts wili cause the diode to fail.

The bulk resistance (RB) of the IN540 diode was neglected
in the ebov: computation. If a bulk resistance of 10 ohms is assumed,

then VEMP for failuie would be

VEHPl =V *+ T (REMP + Ry) = 504 volts

and one can see thet neglecting bulk resistance gives a more conservetive
{(lower) threshold prediction. The difference between VEHP end VEHPl in

this case is reletively small, but in generel, the damage threshold voltage
predicted with bulk resistance considered will be much higher than that
predicted neglecting bulk resistance. This implies thet hardening penelties
may be minimized if eccurate bulk resistance information were aveileble

2uch thet realistic rather than ultraconservative threshold volteges could
be determined.
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(?) 7Problem 2. Phase Splitter Circuit

The circuit shown in Figure III-15 is a simple phase split-
ter amplifier utilizing one 2N706 transistor. The first step in deter-
mining the input required for damage is to simplify the circuit. For a
frequency of 1 MHz, the impedances of C1 and C2 are 15.9 and 3.98 milliohms
respectively. Since these impedsnces are small compared to the resistors
in rhe circuits, C1 and 02 can be replaced by short circuits for the purpose
o this analysis. Since dc powerlines are gemerally shunted by large filter
capacitors, the i2-volt power supply line can be considered to be 3t ac
ground potential. The resuitant circuit after simplification is shown in
Figure III-16.

The circuit can be further simplified by determining equiva-
lent resistances for the base circuit and for the collector c¢ircuit., The
base-emitter junction and the base-collector junction are also replaced by
thelr diode equivalents to rspresent the breakdown region, This simplified
circuit is shown in Figure 11I-17. Also shown in Figure III-17 are the
breakdown voltages and damage constants for the 2N706. Note that for the
2N706, a damage constant for the collector-bsse junction is available.

The circuit is now simplified to the point where it lends
itself easily to hand analysis. The next step is to determine which device
will fail and what .3 the failure mods. The passive components are gener-
ally abls to withstand higher energies than transistors for short duration
pulses, therefore, the transistor is the element to consider for damage.

. Failure 1is also assumed to occur in the reverss biased direction.
Using the Wunsch damage model (P = Kt-llz). a calculation

is made to see whether the emitter-base junction or the collector-bsse
junction will fail at the lower power. Using a pulse duration of 200 nsec,
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Figure III-16. Simplified Phase Splitter Circuit
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Figure III-17. Further Simplification of Phase Splitter Circuit
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-r Y2
PEB KEBt 16.77 watts

- -112 -
PCB KCBt 129.7 watts

This calculation shows that the emitter-base junction is the most suscep-
tible. The current required to fail the emitter-base Junction (IEB) is

P
I, ===

EB vBD

IEB = 3,35 amperes

Tha voltage from the base to ground is
VBASE = BVEBO + IEBREQZ

VBASE = 1.51 kV

The current through the collector-base junction is

. Vnase ~ ®Vemo

I
CB REQJ

ICB = 3,71 amperes
The power dissipated in the collector-base junction is

I

Pes ™ BVero * Ics

PCB = 93 watts

vhich is below its failure threshold power. The total current into the

circuit is
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T TR

V

EMP lEQl

I = 9,41 amperes

EMP

and the EMP generator voltage, assuming & 100 ohm resistive source impedance,
is

Vow " Vaase ¥ lne Buwp

VEHP = 2.45 kV

Therefore, for a 100 ohm source impedanca, a 2.45 kV, 200 nsec pulse will
cause the trsnsistor to fail. Note that more thsn 2000 watts will be
dissipated in RS and poteutial damage to this component should be considered.

Another method of computing VEHP and IEMP needed for failure
is to write the loop equations for the loops shown in Figure III-~18,

3
O
REu':‘nF 1 2 _5V BV = %w
$ Real *
640
Yenp e ez 3 wo
&0

Figure I111-18, Phase Splittar Circuit Showing Current Loops
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(loop 1) Il(nnﬁ, + REQI) - Iz(nml‘, + 13(Rm0 = Vo
(loop 2) -Il(nml) + lz(lxm1 + REQZ) + 13(0) = BVpp,

(loop 3) Il(REHP} + 12(0) + 13(REHP + qu3 - VEHP - BVCBO

Solving for Iz, one obtains

Voe

L®3;
From the previous cslculstion, 3.35 amps are required to fail the emitter-
base junction., By inspection of Figure I1I~18, the emitter-base current

is 12. Therefore,

v

EMP
I2 =333 = 3.35 amperes

and

VEHP = 2.46 kV

This answer, computed by solving the simultaneous loop equations, sgrees
with the first method which was a "brute force'" current divider spproach.

(3) Problem 3. Push-Pull Amplifier

The circuit shown in Figure 1I.-19 is a push-pull ampiifier
vhere the output has been found to be the point exposed to EMP induced
transieuts. Before proceeding with the calculgtion of the failure currents
and voltsges, the circuit will be simplified.

The two overload protection lamps shown in Figure III-19
v111 have s transient response time much slower than the 200 nsec pulse
width sssumed for this problem. The overlosd protection lamps can be

I1I-41
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replaced by resistors whose value is approximately the "cold" resistance of
the lamps. For this analysis, this value will be assumed to be 10 ohms.
The power supply lines can also be assumed to be at ac ground potential,
The circuit with the above sisplifications is sho'n in Figure III-20.

Since the EMP ger-.ator is connected to 03 and QA’ one of
these devices is most likely to fail., Note that 83 and RS serve to limit
the current through Q, and Q, due to a transient appearing at the base of
03 or Q“. This may be further simplified by obtaining an equivalent resis-
tance for the base-emitter circuit of QJ and Q‘.. The driving point impe-
dance looking from the base sl Q3 or Qa back into the circuit is

= l
DPI, = 1 K | (3.3 Kk+10K!] (R, +10)]

Rcc is the impedance of Q1 or Q2 from collector to ground and should be on
the order of 50 K to 100 K ohms, The DFI will then be approximately equal
to 1000 ohms and this is the equivalent base-emitter resistance of Q3 or
QA' The simplified circuit is shown in Figure III-21. Also shown in
Figure 1II-21 are the pertinent device parameters needed for the failure

calculstions.

A positive EMP transient will forward bias the collector-bsse
junction of Q3. The 1 K resistor in the base of Q3 will limit this current.
Once the emittar-base breakdown voltage of Q3 has been exceeded, a current
path from the collector to the emitter is astablished snd failure can occur
in the emitter-base junction. The collector-base junction of Q“ could also
be in breakdown with iis emitter-base junction forward biased; however,
the failure thresholds for the forward biased emitter-base junction and the
revarse-biased collector-base junction are both largar than the reverse
biased emitter-base junction. Therefore, for a poaitive transient, the
emitter-baaa junction of Q3 will probably fail. For a nagativa tranaient,
failure can ba determined by interchanging 03 and Qa in tha preceding dis-
cuaajon, This circuit is an example of failure occurring at the same level

for an input transient of either polarity.
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2N2222 and 2N2907: KEB = 0.1 watt-sec”z
BVEBO = § voits

BV = 60 volts

Figure 11I-21. Push-Pull Amplifier Circuit With
Additional Simplifications
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The current required to fail the emitter-base junction of

Q3 for a 200 nsec pulse {is

-7 -1/2
. KEB(leO )
F BVEBO
IF = 45 amperes

The voltage from the collector of Q3 to g-ound is

VC3 = BV ot 10(IF)

V. = 455 volts
C3

The current flowing through Qh and the 10 ohm resistor from its emitter to
ground is
v, - BV

C3 B0

Qa 10
I. = 39,5 amperes

Q,

The current through the 1000 ohm resistors has been rieglected. The total

input current is

1 =1 +1

EMP Qa F
IEMP = 84.5 amperes
and, assuming a 10 ohm resistive svurce impedance, the FMP yenerator .
voltage is
LY
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Vo = vc3 * lppRap

VEHP = 1300 volts.

Although the semiconductor devices exposed to transient
damage were found to be quite insensitive, it should be noted thst con-
siderable power is dissipsted In the overload protection lamps and that .
H potential dimage to these or other nonsemiconductor components should be

f considered before making a relative susceptibility statement.

; {4) Problem 4. Specisl Example to Illustrate Source Impedance
¢ Effects ]

3 This damage enalysis example has been chosen to illustrste
: the effect of the source inpedance on the fallure mode of a simple diode

circuit, The diode parameters hsve been specislly chosen; however, they :

are reslistic vslues, The circuit to be used snd the diode psrameters

are shown in Figure I1TI-22. The bulk reaistance is given for the forward

direction since, for large currents, most of the power will be dissipated ;
in the bulk. By comparing the damsge conatants for the forward z~d reverse

directions, one c¢sn see that the device 1is hsrder in the forwsrd direction, ]

as predicted by Wunsch and others.

The forwsrd and reversa damage constants, forward bulk
resistanca and breakdown voltage were chosen based on s review of limited

exparimantal dsts. Bulk resistance in the reverse biss direction is

neglected as in previous cases.

For the first calculation, assume a gsource impedance, REHP'
of 10 ohms., The failure current for reversa failure using s 200 nsec pulse

is

I11-47




EMP
VW

EMP

Vewp ("‘) j:ZF::"u

D)ODE PARAMETERS: = 0.033 watt-sec ?
= |50 volts
= 0.069 watt-sec

= 7 ohms

4

#gure I11-22., Circuit to Illustrate Source Impedance Effects
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KRt-IIZ
1 -
FREV VBD

IF = 0,49 amp
REV

The EMP generator voltage is

v, =y _+1 .
EMP BD FREV EMP

VEMP = 155 volts.

This is not, however, the lowest failure voltage. Consider now, the case

of failure in the forward direction. Since in the forward bilas case most

of the power is dissipated in the bulk resistance, then

N 2 -1/2
Pam = U Rp = Kgt

therefore,

1 = 10 amperes
FWD

and the EMP generator voltage is
v = I {R_+ )
B rm“n‘m»

g
vEHP = 120 volta. - %
]
3
E
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The voltage required for failure i3 lower for the forward
case. In fact, reverse failure would nost occur since the voltage for for-

ward failure 14 less than the reverse breakdown voltage.

For the next calculations, assume a source impedance, REHP'

of 100 ohms. The failure current for reverse faillure using a 200 nsec
pulse is, from the previous calculation,0.49 amperes and the EMP generator

P T A o T N T A s e omes

voltage 1s

1 v =V . +I *

# EMP BD FREV REMP

? VEHP = 199 volts.

B

: In this case, this Is the lowest fallure voltage. With .he diod2 in the
forward direction, the current through it for 199 volts EMP generator

g voltage 1s

] [ oD

1 FD - Ry*Rpyp

3

]

3 IFWD = 1,95 amperes

which 1is well below its failure threshold of 10 amperes.

The preceding example iliustrates that the source impedance
can have an effect on the failure level and failure mode of a device. It

also indicates that the device w'th the smallest damage constant will not

always be the fi:3t to fail,
(5) Problem 5. Amplifier Circuit ;

The amplifier circuit showm in Figure III-23 was analyzed
to 1llustrate a general circuit simplification procedure incorporating
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several techniques. A negative EMP signal is used in conjunction with a
10 ohm resistive source impedance. The equivalent circuit in Figure
I1I-23(b) has been modified as followa:

E
(2) Replace R1 - R2 voltage divider by its Thevenin
equivalent circuit

(1) RNeglect Rc gince Rc >> 2

(3) Replace the base emitter junction with its
reverse breakdown equivalent circuit. A bulk
registance of 10 ohms 1s assumed.

A simplified equivalent circuit, shown in Figure III-23(c),
will be used for comparison with the circuit shown in Figure [II-23(Db).

There are two energy-storage elements; however, since RTH =
3K ohms is large compared to RS = 10 ohms and RBULK = 10 ohms, we can
approximate the circuit as shown in Figure I11-23(c) for purposes of

computing the circuit's time constant. The time constant 1is

“s O

T (R Ry Tope T (20) (B.245 uF) = 164.9 v

vhere the equivalent capacitance is represented Ly the series combination
of CB and CE' If the EMP transient has a duration of 200 nsec, then the
capacitor voltages will not change appreciably during the pulse. We are
therefore justified in considering the capacitors as equivalent battcries
whose voltage is equal to the capacitor's charge prior to the EMP arrival.
We will subseyuently demonstrate that the cap.:-itor charges in this case
can be neglected entirely.

-1/2
P, = (BVEB) (Id) =Kt

I11-52



where the following values are given for this test transistor

1/2

~
[

0.1 wstt-sec

BV

EB base-emitter reverse breakdown voltage

11 volts

I, = current required to damage the tramsistor for
a given pulse width, t.

t = 200 nsec.
we find
=1/2
-1/2 -6
Id - §5 - {0.1) (.2x10 ) = 20.3 amps
EB (a1 v

Using Kirchoff's current and voltage laws, one may work
backwards from the base-emitter junction to find the value of Es which

will cause the magnitude of 1, given above. Referring to Figure ITI-23(b)

d
and considering the emitter voltage to be constant at VEq, we find the
base voltage as the sum of the voltage drops through the base-emitter

loop.

Vp = + Vpq = BV ~ 14 Ryyix

VB =4 5V-~-11vVv - (20.3) (10Q)

VB = ~209.3 volts

At the base riode a small current is required by the base

biasing equivelent circuit. This current ITH is found as
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Ym = Vs _ 5.+ 200.2789

T " R T3

I.m = 0714 amps

It is obvious that I can be neglected in cowpariaon to Id.

TH

At the base node, it follows from Kirchoff's current law

that

I, = Id + 1. = 20,4 amps

s TH

The value of ES is therefore

ES = -IsRs - VCB + VB = -418.3 volts

Thus, if the EMP signal ES = -418.3 volts and the pulse duration is 200
nsec, the transistor will be damaged.

Returning to Figure III-23{c) which shows the approximate
equivalent circuit neglecting the base biasing network, we see that

=
2

s = Veq ~ Bes = *a Reux " Ves T Lafs

123
14

- 417.6 volts

which differs from the value given earlier by only 0.17 percent. Thus, we see
why it is often permissible to neglect the effect of base-biasing resistors

in comparison to the source and bulk resistance terms. Also, we should

note that VEQ
snother. Therefore, one might often neglect initial capacitor charges,

and Vbs, the capacitor charges, essentially offset one

especially if their voltages counteract one another of if their initial
charge 1is small compared to the EMP transient smplitude.

I11-54

q
|

aiad.



4
ki
Ei.
% If the bulk resistance were neglected, then 3
X E, =V, _-B__ -V, -1 g
: s, ‘ea” Mes ~ Vep T s
:
E. = - 214 volts
51

Voltage ES is seen to be much more conservative (lower) than Es. Neglect-
ing bulk r%sistance would therefore overstate the hardening required for

this ecirecuit.
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b. Computer-Aided Analysis

The phase splitter circuit studied in the previous section using

hand analysis techniques and presented as Problem 2 was used to illustrate
# the applicability of circuit analysis computer codes to the damage thresh- i
old prediction problem. As in the upset case, CIRCUS 2, NET-2, and

SCEPTRE (References 9 - 11) were used for purposes of demonstratioen,

The problems relating to device models and device libraries as
discussed relating to the computer analysis of transient upset problems
also apply to damage threshold problems, The device model problem is more
severe for the damage case where semiconductor elements are being driven
into areas where they would normally never operate. Device models must
therefore represent the devices in both its normal region of operation
and under conditions of high current injection and reverse breakdown,
Models for bipolar transistors and diodes operating under these conditions
are discussed in Appendix A and in more detail in References 12 and 15.
For the phase splitter problem, the Ebers-Moll or change contrcl models
in the three codes were modified to include breakdown models across each
device junction. This approach permits the use of ~xisting device libraries

whereas the use of a high current injection model requires some additional

paranmeters.




Circuit schematics with nodes identified for formatting are ;houn
in Figures III-24 and III-25. As in the hand analysis case, the objgstive
of the computer-aided analysia was to determine the power dissipated in
sensitive components and to compare diasipated power with power required
for component burnout. Since damage threshold problems are generally
performed with the circuit in a static (power off) mode, no initial

condition problems are encountered.

For the example analyses a 200 nanoaecond variable amplitude
pulse was apblied through C1 to the base of Ql' Pulse rise and fall times
of 10 nanoseconds were used. The power dissipated in the base-emitter and
collector-base junctions was determined as a function of input amplitude
and plots of these relationshipslwere made. Figures III-26 and III=-27
show junction power as a function of pulse amplitude for the three codes
used. To determine the circuit damage threshold, the actual junction
power must be compared with the junction failure power as predicted by the
Wunsch model. From the calculations performed in the hand analysis aertion,

it *s known that

P = 16,77 Watts
e-b

Pc-b = 129,7 Watts
Locating these points on the curves of Figures III-26 and II11-27 yielded
the data presented in Table III-1. This table shows that the e-b junction
power will exceed its damage threshold st a lower circuit input signal
(VEHP) level than the c¢-b junétion. Therefore, one may conrlude that there
is a high probability that the e-b junction fallure will result in perma-

nent circuit damage.

The method currently used in the computer-alded determination of

circiit input voltage required to produce damage consists of three steps:

II1-56
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1. Format the circuit and determine device power (Pd)
for o series of input amplitudes (Vo)

2. Manually plot Pd versus vEHP

-1/2
3. Locate VEHP for Pd = KRt

The three codes used to demonstrate computer-aided damage threshold
analyses have the capability of combining steps 1 and 2 above (i.e., to
plot Pﬁ as a function of VEMP directly. Some attempts have been made to
incorporate the junction burnout model into existing codes (References

14 and 15) but at this time evaluation of this apprcach is not complete.
Considering the EMP analysis code development and device model development
currently in progress, computer-aided damage analysis may become more
practical and cost effective in the foreseeable future. The primary
limitation to damage analyses in general is the limited component burnout

data base.
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SECTION 1V

EMP SOURCE CONFIGURATION ANALYSIS

1. GENERAL

The performance of an EMP Susceptibility Threshold Analysis and Sub-
system Vulnerability Assessment requires a definition of the EMP driving
function and related source impedance. If an EMP specification has been
derived for the system being analyzed, and if the subsystem cabliing con-
figuration is defined, the driving function and source impedance associated
with each susceptible subsystem port may be computed using available
approximation methods. The theoretical or experimental basis for defining
a subsystem EMP specification 13 beyond the scope of this handbook and
it is assumed that the circuit analyst is provided with either a common
mode current or voltage specification applicable to the subsystem inter-
faces for which he is responsible., Such a specification has been defined
for B-1 aircraft mission critical subsystems and is cescribed in Figure
IV-1. The current specified is the common mode current; that is, the
algebraic sum of the currents Yn all of the cable conductors except the
shield or ground plane. Tor the B-1, and most other aeronautical systems,
the subsystem EMP environment is dependent on the subsystem location and
configuration. Figure IV-1 actually represents a worst case compos! e
common mode current specification which is applicable to all mission critical
subsystems. Subsystems that are connected to antennas or are otherwise
directly exposed to a free field environment are more difficult to analyze
aince the conducted interference lavels must be defined before subsystem
vulnerability aralysis can commence. The ccupling or energy capture analysis
performed to determine conducted energy characteristies is beyond the scope
of this handbook and the results of such studies are assumed to be avail~-

able to impact hardware design and analysis.

Given a conducted interfersncs specification and a specific cable
configuration, this section describes and illustrates a number of approaches

" for generating EMP source configuration models (voc’ Zs) that can be used
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to asaess subsystem vulnerability. Since every subsystem interface con-
nector and asscclated cable represents a special case deserving unique

analytical consideration, the examples presented are intended as typical
problems such as might be encountered in actual systems, not as general,

universal illustrations.
2. SOURCE CONFIGURATION ANALYSIS

In the EMP frequency spectrum, the interface cabling associated with
a given subsystem must generally be considered as a multiconductor trans-
migssion line., Transmission line analysis can be performed using either
an exact coupled differential equation approach or an approximate lumped
element multisection approach which approaches the exact solution as
individuai sections becume infinitesimally short. A more detailed treat-
ment of these two approaches can be found in References 1 through S. Both
of these methods require model descriptive data equivalent to short circuit
impedances and open circuit admittances. Since the theory hss been trested
in detail in the above references, only the advantages and limitations of

theae methods will be discussed here,

The exact multiconductor transmissicn line method has the sdvsntage
that a solution can be obtained independent of cable length. However, it
is not as flexible as the lumped element section method for dealing with
nonuniformities. Good estimates can be obtained by hand snalysis using
the exact method on long one ani two conductor cables while the lumped
element approach would require a computer. The lumped element approach
reduces to a circuit problem and has the advantage o schematically repre-
senting the interactive coupling occurring in mult.conductor cables. Since
the lumped element method reducea to solving a circuit problem, cne of
many computer codes can be used in either the time domain or the frequency
domain. Codes svailable to the analyst include ECAP II, SCEPTRE, NET-2,
and CIRCUS 2 (References 6 through 9). In addition, there are a number

-3
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of specialized codee which have been specifically developed for
efficiently solving internal coupling problems. ¥For oxample, TRAFFIC
uses a frequency domain approach to analyze general N-conductor cables
(Reference 10). Refereuces 11 and 12 describe other codes that analyze
distributively excited multiconductor cables using exact multiconductor
transmigsion line methods and which interface directly into TRAFFIC.

Even though the descriprion of subsystem interface cabling is often
complex, EMP vulnerability assessment often requires only worst case
estimates of signal levels and it is acceptable to make approximations to
simplify the analysis. Several useful approximations are discussed below
and & few will be pointed out in the examples that follow.

The most frequencly used approximation in cable analysis is the concept
of electrically short cables. This concept permits the use of simplifying
assumptions if the cable length (%) is much less thzn wavelength (A) of the
highest frequency of interest (i.e.,, & £ i%). As pointed out in previous
sections, many circuits are most vulnerable to low frequency energy which
would permit che application of the electrically ‘short approximations to
physically long cables, Therefore, the cable response is determined
primarily Ly the termination impedances, Given a subsystem EMP specifica-
tion, this approach will yield an estimate of interface voltages or currents
using a relatively unsophisticated analysis. Often hand analysis methods
will be sufficient.

If a subsystem assessment involves one critical port, only two con-
ductors of the cable need be considered in the analysis. In the case
where EMP interface responses are being sought from a critical node to
a reference, the conductors in the cable can be grouped to form a two
conductor plus a reference transmission line problem, This model then
can be solved using multiconductor transmission line theory. Two coupled
second order differential equstions are formed that can be transforaed
using eigenvalue-eigenvector techniquss, Two uncoupled equations are then
obtained that can be solved by standard ordinary differential equation

Iv-4
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techniques (Reference 11). Offten an additional approximation can be made
neglecting all conductors in the cable except the one directly connected
to the critical circuit of interest. In this case, the problem reduces

to a single conductor plus a reference which results in a single second
order differential equation that can be solved using ordinary differential
equakibns (Reference 13;. Some cablas display a high degree of symmetry
and for these cases a large raduction in analysis effort can be realized.
In fact, many specific cases of this type require no more effort to

solve than the two conductar case above (Reference 14). Approximations
of the type discussed in this paragraph frequently reduce very large

analysls problems to problems that can be worked with desk top calculators.

Along with understanding the cable system for which source charac-
teristics are desired, cne should know what form of interface connectur
source data are most useful, 1Ff the subsvetem heing investigated has
nonlinear input characteristics or the spurce cable represents the drive
for many different inputrs, it would he advantageous to use an equivalent
model of the cable such as a Thevenin equivalent {see Appendix E).
Although, for those subsystems that have linear inputs where the interface
cabling is not typical, it is most efficient to analyze the cahle and
subsystem input c;rcuitry as one problem., For those cases, the signal
levels on the critical input circuit elements are determined directly.

The cable source information can be obtained in either of these forms
using theoretical techniques or experimental techniques. In the case whev
the source characteristics are desired in terms of a Thevenin equivalent
(or Norton equivalent), it is possible to obtein the equivalent from

calculations, from measurements of the actual cable (cr a similar one),

or from references where a number of equivalent circults have been tabulated
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such as Appendix E. However, if a representative equivalent wodel is i
aelected from a reference table, care should be taken tc be sure the cable
which was used to generate the equivalent model is indeed representative

g
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of the cable that is actually connected to the subsystem being analyzed.

s

The following examples are shown as an attempt to demonstrate a few
‘ of the above approaches to obtaining source characteristics. There are
: many variations of the described techniques and arproaches that can be
3 used by the analyst and the best approach would probably be the one with
which ke is most familiar. However, all the system data that are avallable

should be used and as many variables as feasible should be included in
the analysis. When possible, more than one approach should be taken to
E verify the model and associated approximations. The examples here appear
. in a sequence representing an increasing sophistication in the analysis

processes.
a. Analysis of Electrically Short, Small Cables

In this example, an interface electronics unit will be consider=d
for assessment to EMP damage. The interface specification used to assess
the vulnerability of the circuit will be similar to the B-1 specification
except it will specify a peak voltage instead of a peak current. The
voltage amplitude will be 100 volts at 10 kHz and 1 kV at 1 MHz; the
amplitude remains constant to 4 MHz and then rolls of at 3 dB/octave.

The circult 1s interfaced to an accelerometer drive unit by a 7 meter long

shielded twisted pair as shown in Figure 1V-2.

Circuit damage threshold is dependent on EMP frequency or f
equivalent pulse duration. The Wunsch Model (Section 111) shows damage of
semiconductor junctions to be inversely proportional to pulse duration, E
therefore the shorter pulse durstion (higher frequencies) are less signifi- '
cant in evaluating component damage than the longer pulses. Furthermore, i

j
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Figure 1V-2. Interface Circuit and Cable

A

i the specification flattens out at 1 MHz and rolls off at 4 MHz which makes
it reasonable to assume that frequencics above 4 MHz can be ignored.
Using the propagation velocity of light for the propagation of the EMP ;

i signal on the cable, the minimum wavelength that needs to be considered is 3

1
c  _3x10

F Ami f
i n max 4 x 10

= 75 meters

§ e

The cable in this case is much less than Amin mahing it electri- ]
cally short (< } mwin/10) and therefore, its characteristics can be
] represented by a single lumped element section. Assuming that the EMP
signal is induced on the cable in series with the 25 ohm source termina-

E tions, the problem is illustrated by the circuit in Figure IV-3.

L vSPEC

—@+ 'Wl 1
W
25 25 C1 —[C1 » 500
T 1]

Figure 1V-3, The Circuit Problem
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The L, M, and C values in this circuit represent the per umit
length parameters for this cable times the length of the cable. These
per unit length parameters can be estimated by the atandard-103ar1th-ic
expressions as presented in References 15 and 16 or from tables and
formulas in any appropriate engineering handbook. A more detailed
discussion on evaluation of cable parameters can be found in Reference
17. For this example the following expressions were used to estimate the

per unit length parameters.

. 2D
Li = .2 lne = vh/m
Mij = .2 In 2:Duh/tn
ij
L, M
1 12
L} =
Ma1 Lo
€ K
d 1 2
[K] = = (7 - 0 h
9 x 16 K21 K2
cij _Kij pf/m

where i, =1, 2

Li,is the per meter self inductance of the ith conductor,
‘ h

Mij is the per

meter mutual inductance between the it and jth conductors, D 1is the distance
of the center of the ith conductor from the reference, r is the radius of

the ith conductor, IE is the center to center spacing between the 1th and
jth conductor, €4 is the effective relative dielectric constant between the

conductors and shield, {K] is the elastance matrix which is proportional

Iv-8
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to the inverse of the [L] matrix, Cij ia the per meter mutual capacitance
between conductors i and j, and Cio is the per meter capacitance between

only the ith conductor and the reference.

For this example the per unit length parameters were calculated

aa

C10 = C20 = 54 pf/meter
C12 = 32 pf/meter
4
E Ll = L2 = ,27 uh/meter
E le = .1 uh/meter

I

The wire radius usu¢ was for AWG #20 gauge wire with a 2.9 relative
dielectric conatant irsulation. The tranamiasion line loaaea are amall
and were assumed te be negligible. Using the above values the cable

circuit values can be calculated aa:

L=1.9 ub
M= .7 uh
C, = 380 »of

C, = 225 pf

The voltage across the 500 ohm reaiator ia required for the damage aasess—
ment, Upon examination of the circuit, it can be seen that the circuit is
balanced and there will not be any potential developed acroaa CZ' Thia

indicatea the currenta are equal in both conductora; therefore, the circuit

equations can be written in the frequency domain aa

(25 +'ij + JuM+2) I = vapec

v-9
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where I is the current in cither of the conductors and Z = SCOI(lljmcl).

The regquired voltage can chen be solved for as f
15 ]

10 v
spec

V= 15

R iy i T

Go)% + 1.5 x 107 (jw) + 1.05 x 10

4 and plotted as shown in Figure IV-4.
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Figure IV-4. Subsystem Interface Voltage

in thic analysis the time domain response resulting from the damped sine
wave common mode voltage excitation will be sssumed to lock similar to the
excitation signal. This is only true in theory if the excitation is
sinusoidal or if the frequency response of the network over the fraquency
spectrum of the excitation signal is flat. 1In this case the damped sine
wave excitation has a very low damping coefficient and therefore the
frequency spectrum of this excitation contains most of its energy at the
particul=r resonant fregquency of the excitation. Therefore the frequency

response data &s it appears in Figure 1V-4 will be used to predict the peak




damped sine wave response signal resulting from the excitation at a
particular frequency as defined by the B-1 specification in Figure IV-1.
The assessment can then pe accomplished using these data with subsystem

damage threshold information.

b. Two Wire Analysis of Electrically Short, Large Cables

For this example, an automatic control system, stability augmenta-
tion unit, is to he assessed for EMP Jlamage. 1In particular, the aft
accelerometer input is to be considered. The B-1 specification applied to
the accelerometer end of the cable will be used to assess the subsystem.

The cable considered here is a 5 meter 14 conductor bundle mounted z2long
the inside structure of the fuselage. The circuit and cable are described
in Figure IV-5.
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Figure 'V-5. Interface Circuits and Cables

Iv-11

cvadi .

et 2 it 2 il

e




k This problem will be approached by grouping the 13 conductors not
directly connected to the circuitry of intorest and considering then as one

conductor. This effectively reduces the cable from a 14 conductor cable to

E a two conductor ~able. Each termination, scurce and load, for the 13 3

}5 conductor grcup is computed using common mode cable analysis techniques

1
. which define the equivalent termination to be the parallel equivalent of all
L the individual impedances tied together {(Reference 13). The cable with
H :
i terminations can ow be chown as drawn in Figure IV-6.
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Figure IV-6. Circuit and Cable Equivalent Circuit

Most large cable bundles will have at least one individual wire

a2

] termination that is a very low impedance or a ground. This means the

common mode impedance as defined will be small or zero. However, recent

e

studles have shown that there is a lower impedance limit for frequencies
above a few hundred kHz. This lower limit is approximately 20 ohm and is
due to the mutual coupling to other higher impedance lines (Reference 13).
For this problem, 20 ohms will be assumed for Zs and ZL and these values

will be examined for validity at the lower frequencies later. ;
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As stated previously, the EMP excitation wiil be defined by the
B-1 common mode cable current specification applied at the source inter-
face. The current is generally considered to be induced on the cable by
mutually induced series voltages 1in eacn of the conductors. FPor the
purpose of simplicity, the induced voltages on the ind’vidual conductors
are all assumed to be equal. It is then necessary to cumpute¢ th2 value of
this voltage as related to the B~1 current. This voltage can be estimated
by using the total common mode impedance as seen by the B-l common mode
current on the cable. Using the approximate total common mode impedance of
40 ohms and the B-1 common mode current, the induced voltages sought will

be estimated as 40 times the B-1 current.

To complete the circuit description so an assessment can be made,
the cable parameters must be estimated for the "two wire'" cable model. As
discussed in example (a), darage threshold is inversely proportional to thes
pulse duration; therefore, the high frequency components of the pulse will
be ignored and the analysis will be conducted for frequencies below 5 Miz.
Using a maximum frequency of 5 MHz and a signal propagation equal to the
velocity of light, the minimum wavelength on the line is computed ag 60
meters, therefore the line is electrically short. The cable will be
modeled by one lumped element section. The cable and interface circuitry

can then be described by a circuit as shown in Figure IV-7.

% 100 20 _ d

Figure IV-7. Circuit Model
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The per unit parameters must be computed to obtain the circuit
values representing the cable section. As indicated in the previous
example, these parameters can be estimated using standard handbook
expreasions. Using per meter parameters and s five meter length the

following circuir values were defined.

M = 3.3 uh
Li = 5.2 uh
I..c = 3.45 uh
Cy = 367.5 pf
Cc = 75 pf

Ci = 6 pf

Either hand snalysis of computer analysis can now be used to obtain the
exact voltsge, Vo, in terms of the other circuit elements. As an ald to
understanding current and voltage distributions on a cabie, the soluticn

will be obtsined by using hand analysis.

The impedance represented by Cc is much larger than 20 chms for
the entire frequency range of interest and therefore will be neglected.
Also, the capacitance Ci is very small and its impedance to ground will
also be neglected. The 13 conductor bundle represented by the lower part
of the circuit ic terminated with small 20 oluw impedsnces while the
conductor of interest is s high impcdance circuit. For dec conditions,

the current 12 is approximately 50 times the Jurrent Il' Since

Il xm - I2 xm

the voltage induced on 13 conductor bundle may be neglected. Therefore :
the current 12 may be solved for independently and then used to solve 3
for Il. Once these currents ar: found, the above assumptions will be
verified and, if necesaary, the solution will be iterated to improve the
accuracy. Using these sssumptions s solution can nov ba obtained using p

hand analysis.

IV-14
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i 1, = — =
J - 8.63 % 1078 (Ju) + 1

J Tnls expression shuws I2 as being independent of I1 and indicates thst I2
rolls off at 3 dBfoctave above 1.85 MHz. Using the sssumption I2 = 50 Il'
k Vv can be written as

J
Ze 40 IB_1 M

o 100+ uL +10S0MPZ_

l where

- 1
ze 2K/ /(50 x 20 + —-——ijD )

Using the appropriate circuit values, the above expression reduces lo

L953 (3.675x1077 (ju) + 1) 40 I,

v =
°  8.94x10" 4 (ju)? + 4.84x1077 (Ju) +1

This c¢sn be plotted ss shown in Figure IV-8.

Current I1 may be expressed as A

1 =6 ]

L 52.5 (1.1 x 10 ~ (juw) + 1) IB-l 1
| L= 16 .2 =3 ;
8.94 x 10 (ju)” + 4.84 x 10 " (Juw) + 1 !

|

Upon close examination it was found that I1 is approxinately 50 times ;

E smaller than I2 over the entire frequency rcsnge of interest. Therefore,

the cslculsted voltsge will be assumed accurste and will be used for the

I subsystem damgge sssessment. [




1000 T T 1] T T T T B

400

100

38.2

16 { 1 1 1 1 1 \:\T\\

| |
.01 .02 .04 .06.08 .1 .2 .4 .6.81 2 3 45
FREQUENCY, MHz

PEAK AMPLITUDE, VOLTS

Figure IV-8. 1Interface Voltage at Subsystem

For frequencies pelow a few hundred kHz the mutual coupling to
high impedance lines will be minimal and lead inductance will produce a2
very small impedance. Therefore the common mode impedance will be smaller
than the 20 ohms assumed earlier. Using a lower impedance for low
frequencies, nearly all the common mode current will be traveling down
the large 13 conductor bundle and very little will appear on the conductor
of interest. This will tend to reduce the voltage level (Vb) at low

frequencies and is therefore not the worst case.

This example demonstrated the two wire approach on a cable that
was electrically short. With a little additional effort, longer cables
can be analyzed. The number of lumped element sections required for a
longer cable will be approximately E/.lxmin, where £ is the physical cable
length and lmin is the smallest wavelength to be considered. The
additional complexity of the model may require the use of a computer aided

technique.
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c. Single Line Analysis of a Long, Large, Complex Cable

This example involves the upset hardening of an Inertial Naviga-
tion System. The common mode voltage shown in Figure IV-9 is specified.
The cable with representative source and load terminations and the

particular circuitry being assessed is shown in Figure IV-10.

EMP

6 dB/oct

\

2000 |
1000 | 3 dB/oct

,,12 dB/oct

100

PEAK COMMON MOD. VOL.

i i ] | l
01 .1 1 2 10 50

FREQUENCY, MHz

Figure IV-9. Measured Common Mode Excitation

The circuit of interest here is the 1K ohm source driven conductor
with the 10K ohm operational amplifier load. A rigorous approach to this
problem would require a full N wire model of the cable system representing
the many differentially coupled TEM modes that actually exist on the
cable. This approach, however, would require the use of a computer code
and large computer. An approximate approach will be taken that will allow

the solution to be obtained using a desk~top calculator.

The approach used is shown in Figure IV-11 and consists of
modeling the one conductor associated with the critical circuit as though
coupling to the rest of the conductors in the cable existed only at the

terminations.

IV-17
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y = PROPAGATION CONSTANT

Zo = CHARACTERISTIC IMPEDANCE _ +

- ey -

R @ z

THEVENIN
EQUIVALENT

— + =
Ty= Iy Ry Vi = Teg Ry
Figure IV-11. Single Line Mouel for Individual Wire

A Thevenin Equivalent is desired for this model from estimated

values of vy, Zo, V., and Vi. With the use of transmission line impedance

j’
expressions and the approximate induced voltages at the cable ends, the
values for the Thevenin Equivalent can be computed. Since this analysis
was made on a desk-top calculator, only the equations and the results

will be shown.

The first problem is to compute the Thevenin impedance for the
conductor associated with the c¢ritical circuit. If the wire of interest
can be represented by a single uniform transmission line, then the
impedance can be expressed in terms of standard transmission line equations.

One convenlent form is

Z. Cosh Y2 + Z_ Sinh y2
., =2 -= g
TE o ZL Sinh y& + Zo Cosh y1%

where, Zo is the characteristic impedauce of the line, y is the complex
propagation constant of the line, £ is the length of the line, and ZL is
the load impedance on the line. The length is chosen to be equal to the

Iv-19
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actual length of the particular wire of interest which for this example
is 12 meters. The load impedance is taken to be the actual source end
impedance to ground which for this case is 1K ohm.

For shielded cables, all TEM modes of propagation will have
nearly the same propagation properties. Unshielded cable bundles, over a
ground plane, will have at least one mode, for example the commen mode,
tbat wil. have a significantly different propagation characteristic. This
cable is unshielded and is mounted along the inside of the fuselage
approximately two inches above the structure and, therefore, demonstrates
a common mode propagation property quite differemt from that of the
differential modes. However, for this single line mode, the constants
Zo and vy will be chosen based on differential mode propagation properties.
Differential mode properties are applicable because cne or more wires will
be grounded or have a low impedance to ground at both ends of the cable.
The cable impedance will therefore be high between the ground wire and the
other wires in the cable. Thus, it is conjectured that the differential
mode determines the propagation properties. The velocity of propagation
is thus related to the free space velocity of light by the effective
relative dielectric constant of the insulation around the wires. Assuming
the individual wire propagation losses to be negligible the propagation

constant can be written as

erfH }
Y =381 =55 Ve

where fH is frequency in MHz and €4 is che dielectric constant (assumed

2.3).

The characteristic impedsnce, Zo, will have a value between the
impedance of two adjacent parallel wires in the cable and a coaxial line
where all other wires in the cable act like the outer coax conductor.

For the calculations in this example, 100 ohms will be chosen for zo.

1v=-20
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Measurements of several similar cables show this to be a reasonable value
{(Reference 13). Using the above propagation constants, the Thevenin
impedance (ZTH) was calcula..’' {rom the above expression and plotted as

shown in Figure IV-12,

In order to calculate the induced voltages Vi and Vj at the ends
of the single wire model, a simple model fcr the common mode current must
first be generated. This model will then be used to approximate the common
mode currents at the terminations due to the excitation at the source end
of the cable. The model used is described by a single line representing
the cable bundle as one conductor over the ground plane. A schematic

diagram for this is shown in Figure IV-13.

Each segment of the cable fror a termination to a branch or
between branches must be modeled as one section of the total common mode
model. The sections will be modeled using standard transmission line
inpedance expressions and will be described by a cascade two port network

representation as shown in Figure IV-14.

The cascade parameters can be written as:
A =D = Cosh ch

B=2 Sinhvy K
c c

1
C Zc Sinh YCK
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Figure IV-12. Thevenin Equivalent Circuit Impedance

c2

FOR EACH LINE
Yo " PROPAGATION CONSTANT
Zc = CHARACTERISTIC IMPEDANCE

Figure IV-13. Single Line Common Mode Model
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i Where zc is the common mode characteristic impedance of the cable segment,
/8 is the common mode propagation constant of the cable segment, and K is |
the length of the cable segment. The constants Ts and zc can be computed

3 from the per unit length common mode parameters using the expressions

ZﬂfM
c zchcm =1 300 Vec

-
|

0
=]
i
o

Where EH is frequency in MHz and €e is the effective relative dielectric

constant between the cable bundle and the reference. For the unshielded

bindle over ground plane in this example, €. is assumed to be one, but for i
a shielded cable it will be nearly equal to the relative dielectric constant

of the insulation. The common mode per unit length parameters for this

bundle over ground plane can be estimated as

2h
1 = ot Sty
L. .2 lne R uh/meter

E

c. = pf/meter

4

9L x 10
[+
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where h is the height of the cable center above the ground plane and R is
the cable radius.

The cascade networks and common mode loads along with the EMP
common mode excitation voltage can now be used to calculate the voltages
Vi and Vj.

current across the common mode loads is a series voltage at each end of

It is assumed that the voltage csused by the common mode

the single line model for the individual wire. It is also assumed here
that the common mode impedance for this cable will differ very little from
20 ohms, therefore, 20 ohms will be used. The common mode currents Ic1

and Icz in Figure IV-13 must be determined so V., and V1 can be obtained.

b/

All common mede currents in this cable will be dependent on the EMP

excitation voltsge which was shown in Figure IV-9.

By using current dividing expressions involving common mode

adwittances, the currents Ic and Ic2 can be computed. Starting from the

1
right side of the diagram in Figure IV-13, the admittance at the branch

looking toward Rc can be computed as

2

c+ AYL

I—-—-:i.——-ﬂ—
A BYL

Y

where A, B, and C are the common mode cascade psrameters for the section

of cable loaded by R , and ¥, 1s the load 11/Rc2). This is done also for
the section of cable losded by Rcd' These two romputed admittances in
parallel (slgebraicslly summed) become the load on the cable section between
the brsnches. Proceeding to the source, the current Icl can be computed
and then divided at the first branch. After repesting this for the second
branch, Ic2 can be found. The voltages Vj and V1 now simply become 201cl
and 201c2 respectively, The Thevenin open-circuit voltage can subsequently
be written in terms of a standard transmission line equation for the single
line model shown in Figure IV-1l., One convenient expression in the notation

of Figure IV-l1l is:

1v-24
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-V
v = 1
oc¢C R + Vi
7 Sinh yf% + Cosh y%
o

Using this expression and an HP 9820 desk-top calculator with a plotter,

the following plot was made as shown in Figure IV-15.

The Thevenin equivalent circuit is described by the Thevenin
impedance magnitude (Figure IV-12) and Thevenin voltage magnitude (Figure
IvV-15) ard can be used to make estimates of the voltage and current
signals seen by the critical circuit. The circuit input impedance (10K
ohm) is large compared to the Thevenin circuit impedance (1K ohm max),
therefore, the voltage seen at the rritical circuit will be approximately
the Thevenin voltage. Assessment can now be made of the vulnerability of
the circult and if hardening is necessary, the analysis can easily be
repeated with the added hardening devices using the Thevenin equivalent

circuit for the cable source characteristics.
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Figure IV-15. Thevenin Voltage Magnitude
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d. Computer Analysis of iLong, Large Cables

The B-1 coummon mode current
The

accumulator in an Inertial Navigation System.
is applied at the source end of the cable as shown in Figure IV-ié.
cable involved is 32 feet long and consista of a 49 conductor bundle mounted

approximately two inches above the ground plane (aircraft fuselage).
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; This example is drawn from the upset hardening of a digital
[

|

l

|

l

|

l

!

| In this example, the current source is inserted between the

source terminations and ground. The cable common mode current csn therefore

be forced down the cable independent of frequency-dependent impedances.
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Figure IV-16. 49 Conductor Cable and Terminations
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The termination for both ends of the critical subsystem was chosen to be

random resistive loads between 1 ohm and 10K ohms.

Lumped element section modeling was used to obtain the wvoltages
at the differential amplifier input. An attempt was made here to include
as much detail in this 49 conductor model as was feasible. This process
was accomplished using a large computer and computer code as described

below.

The actual cable analysis vas accomplished using the code TRAFFIC
(Reference 10). Since the lumped element section model was used, it was
necessary to determine the number of sections required and the per unit
length cable parameters which define the elements in each section. First,
the number of sections required was estimated by specifying the upper
frequency to be used in the analysis. For this analysis, the entire
frequency range {10 kHz - 100 MH2) of the B-1 specification was used.

To satisfy the criteria that each section be significantly la2ss than the
shortest wavelength of interest, 32 one-foot sections were used. Second,
the cable parameters were supplied by the code GEOPRMl (Reference 17).
This code computes the per unit length seli inductance, mutual inductance,

capacitances and series losses of the cables and outputs the_data on
punched cards or magnetic tape which is then input to TRAFFIC. GEOQPRML

determines the parameters using logarithmic expressicns for the geometric
properties of the cable such as cable radius, spacing above the ground
plane, conductor radius and number of conductors. However, if measured
cable capacitance parameters are available, the program PRAM can be used
to compute the per uait lenpgth cable parameters for direct input to
TRAFFIC (Referen.: 18). GECPRM! and PRAM can also handle various cable
geometries ranging from highly symmetric lay cables to complete random
lay cables. 1In this case, the bundle was assumed to display a somewhat

random conductor lay. The series losses are assumed to bhe proportional to

the square root of the frequency.

e
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After the initial vulnerability assessment was made on this sub-
system, upset was evident and a filter was devised to harden the subsystem.
The frequency properties of the filter is also plotted in Figure 1V-17.

The results obtained in this assessment are shown in Figure IV-18.

The results of the TRAFFIC cable analysis utilizing a one amp
current source were modified to reflect the variation in the common mode
current source as a function of frequency as shown in Figure IV-1l. In
addition, some experimental data were utilized to interpret the computer
analysis data so that the results might compare to actual cable
measurcment data. In particular, a twisted pair in a cable bundle will
display a differential to common mode signal attenuation ratio as shown

in Figure IV-17 when the cable is driven common mode.
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The common mode voltage seen on each conductor at the differential
amplifier with respect to ground and the differential voltage between the
terminals at the differential amplifier wﬁ: necessary for proper assessment
of this subsystem. Other signals and/or transfer functions are also readily

available from this computer analysis.

In this analysis, the time domain response resulting from the
damped sine wave B-1 common mode current excitation will be assumed to also
iook similar to the excitation signal. This is only true in theory 1f the
excitation is sinusoidal or if the frequency response of the network over
the frequency spectrum of the excitation signal is flat. In this case, the
damped sine wave excitation has a very low damping coefficient and therefore
the frequency spectrum of this excitation contains most of its energy at the
particular resonant fregquency of the excitation. Therefore, the frequency
responsc Jata as 1t appears in Figure IV-19 predicts the peak damped sine
wave response signal resulting from the damped sine wave excitation at a

particular frequency as defined by the B-1 specification in Figure IV-2.

In practice, the effect of the cable network on the shape of the
damped sine wave excitation may be required if a high degree of accuracy
is desired. This can be accomplished by transforming the damped sine wave
into the frequency domain by Fourier Trsnsforms, multiplying this frequency
function times the transfer function of the cable system, and then trans~
forming the frequency domaln response voltage bsck into the time domain
using inverse Fourier Transform routines. This technology is availahle in
automatic data handling and computer program computations form (Reference
19).

In additica to frequency~time domain transformations and vise
versa, it may be required to generate K port equivslent circuits. These
will be necessary if nonlinesr subsystem analysis is required or if many

cable system networks are to be connected, A discussion of K~port equivalent
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circuit theory with examples is given in Appendix E. These techniques
are also available using automatic computational techniques including

rational polynomial admittance fitting for interface to CIRCUS 2.
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APPENDIX A
SEMICONDUCTOR DEVICE MODELS FOR
HAND AND COMPUTER ANALYS1S

The analysis of circuits for upset or damage requires that models for the
sewiconductor devices be used. The choice of a model will depend on the
type of analysis and the desired degree of accuracy. For example, hand
analysis of a simple flip-flop for upset may require only a piecewise
linear model of the diodes and transistors, whereas the same analysis done
on a computer would require the Ebers-Moll model. The following sections
present a discussion of some models that can be used for hand and computer
analysis. In many cases the models for upset and damage will basically be
the same. Differences that arise in using the models for either upset or

damage will be pointed out.

1.1 HAND ANALYS1S MODELS
The piecewise linear model of the silicon Zener diode shown in Figure A-1
is used as the basic building block for establishing an approximate large

signal, piecewise linear model for the silicon junction bipolar transistor.

As illustrated In Figure A-1, the actual i-v characteristics of a Zener

diode are approximated by three broken-line segments. The reverse resistance
r. is shown as always being in the equivalent circuit but its effect is
neglected since r is much larger than e and r,. The Dd-Vd-rf braanch is In
the circuit when the anode-cathede voltage exceeds Vd; whercas, Dz—Vz-rz
branch is in the circuit if the anode-cathode voltage is more negative than
-Vz. Thus, the plecewise linear model with breakpoints at Vd and —Vz allows

complete delineation of the Zener diode modes of operation.

In practice, it is usually obvious which mode of operation exists (that is,
forward biased, reverse biased, or reverse breakdown); however, if the mode
of operation is not readily observed, one can simply assume the most likely

mode of operation and use the appropriate equivalent circuit (Figure A-2)

i
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1.1 (Cont.)

to calculate the resulting currents and terminal voltages. 1If the results
agree with the assumed mode, the analysis is complete. For example, if
the diode is assumed to be forward biased and the resulting current is in
the forward direction and the terminal voltage exceeds V,, then the

d
assumption is valid and the sclution is completed.

On the other hand, if the current and terminal voltage calculated using the
particular equivalent circuit corresponding to the assumed mode of operation
(Figure A-2) contradict the current direction and terminal voltage required
to make the equivalent circuit valid, then the analysis is completely
invalid and it will be necessary to choose one of the remaining equivalent
circuits and repeat the analysis until a valid result is obtained. In
actual practice, the analysis process is not quite as bleak as indicated
above since the appropriate equivalent circuit is usually found on the

first assumption; only rarely is a second analysis necessary. In fact, if

a Zener diode is imbedded in a network, it is usually good practice to
assume the diode to be an open circuit (essentially using only r as the
equivalent circuit for the diode and assuming L is much larger than the
network's impedance, thus considering the diode as an open circuit} and to
calculate the network's input signals required to produce a dlode terminal
voltage of V
by the V

4°r -Vz. If the network's input signals exceed the hounds set

d and -Vz breakpoints then the appropriate equivalent circuit can

readily be selected and a valid solution will result.

1.2 THE BIPOLAR JUNCTION TRANSISTOR (BJT) MODEL USING ZENER DIODES

The basic bipolar junction transistor (BJT) consists of two equivalent
dlodes in such a close configuration that the fields of the two diodes
interact. The two-diode concept as depicted in Figure A-3 is convenient
for investigating the large signal behavior of a transistor. The Zener

voltage for the base-emitter diode is assigned the value BV s the break-

EBO
down voltage emitter to base; whereas, the Zener voltage for the base-

collector diode is assigned the value of BV, ., the breakdown voltage

CBO
collector to base., The current-controlled current generator Bib is active
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1.2 (Cont.) .
only when the base-emitter dioce ia forward biased; the Bib generator 1is
zero when the base-emitter diode is reverae bifaaed or in the Zener break-

down mode.

The various modes of transiator operation are determined by the operating
state of the two diodea used in the transiator equivalent circuit. The
active tranaslator characteristica are exhibited when the base-emitter
diode is forward biased and the collector-base diode is reverse biased.

In the active mode of operation the base-emitter input driving point
impedance (DPI) is hie and the terminal currents are related by ie = ib+ic,

where

i o= 8i and i = (1+8) 1. (A-1)
The forward-bias breakpoint of the base-emifter diode defines the cutoff
point; whereas, the forward-biaa breakpoint of the collector base diode
defines the saturation point. There are many modea of operation for the
simple transistor becauae of the varioua combinations of conduction
associated with the two equivalent diodes. Since there are two diodes with
three atates each, there are 32 = 9 modes of operation for the single

transistor. These nine modes are tabulated 15 Table A-1.
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TABLE A~1

TRANSISTOR MODES OF OPERATION

Mode (Diode Status) Comments
No. BE Diode BC Diode
1 rev. rev, Cutoff Region
2 rev. for. Collector-Base Conduction When Vc< VB VE > VB
3 rev. BD Collector-Base Breakdown When Vc> VB VE > VB
A for. rev, Active Region
5 for. for. Saturation Region
6 for. BD Collector-Emitter Breakdown{giagzze;eﬁitﬁighfor
7 BD rev. Base-Emitter Breakdown enough for  BD.
8 BD fors  Emitter-Collector Brealdown or Vo < Vg & Vg >V
9 BD BD Usually Impossible Unless RE &for Rc external

resistors are present.

of the EMP excitation.

1,3 CIRCUIT EXAMPLE

power supply terminals.

-

It is not necessary to memorize Table A-1 in order to investigate transistor
circuits for upset and damage resulting from an EMP condition; it is usually
sufficient to realize that the transistor does, under large signal excitation,
exhibit the two-Zener diode equivalent circuit behavior and that conduction

paths are possible between any pair of terminals regardless of the polarity

By using a systematic approach, all worse-case damage

and upset conditions can be found.

The circuit shown in Figure A-4 is chosen as a test circuit to illustrate
the various modes of transistor operation that can be experienced when

transient input signals are impressed on the base, emitter, collector, and

The basic circuit consists of a single NPN tran-

and R

ylutor whose base is biased by the voltage divider consisting of Rl o

and whose collector and emitter loads are R. and RE’ respectively. The
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1.3 (Cont.)

RI-R2 voltage divider establishes a base voltage of approximately 5 volts
and the emitter potential follows the base voltage by emitter follower
action (actually the emitter voltage is one diode drop lower in potential
than the base, but this baae-emitter drop will be neglected here for
simplicity). Thus, both VBQ and EEQ are approximately +5 volts. The
qQuiescent emitter current is approximately 5 ma = (VEQ/RE), and with a high-
f transistor, the collector current is also about 5 ma. The collector
voltage is found as E, - I_ R, * + 15 volts. Therefore, the transistor is

bb c'c
operating in its active mode with its B-E diode forward biased and its

collector-base diode reverse biased (mode 4; Table A-1l).

1.4 BASE INPUT TRANSIENT

The test circuit is first subjected to an input signal applied to its base
terminal as shown in Figure A-5. When EiB rises positively from zero, the
transistor is taken through its active region (Figure A-6). At EiB S+ IOV.
The collector potential has dropped to base and emitter potential and the
saturation point is reached. Further increase in EiB carries the transistor
farther into the saturatioa region (mode 5, Tahle A-l). In the saturation

mode, the collector, base, and emitter potentials are approximately equal,

As the base input signal takes negative excursions, the transistor first
experiences the cutoff region (m¢'e 1; Table A-1), then the base-emitter
breakdown region (mode 7, Table A-1), and finally collector-base breakdown
occurs in addition to base-emitter breakdcwn (mode 9, Table A-1). Thus,
transient input signals impressed on the bage of a transistor, which has
both a collector resistor R, and an emitter resistor RE’ will cause the

C
transistor to experience five (5) possible modes of operation. The worse

N R

case with reapect to possible transistor damage occurs in mode % where hoth
the base-emitter and the base-collector junctions are operating in the

reverse breakdown mode.

Referring to Figure A-6{a), it should be noted that the plot of Ve Voo and

V.. Versus Ei are designated as the transfer characteristic curves since the
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1.4 (Cont.)
respective slopes denote the circuit gain from the EiB input to the output
represented by a given curve. 1t should be also pointed out that the plot

of VB versus EiB

the base and the Vg
relationship will apply to any electrode upon which the input signal is

is the unity-slope line since EiB is applied directly to

curve thus represents EiB versus EiB' A similar

impressed.

In Figure A-6(b) is shown the current-voltage characteristic of the transistor
test circuit as seen by the EiB gignal source. C€f particular note is the

fact that the slope of the i-v curve represents the driving-point admittance
(the reciprocal of the slope represents input driving-point impedance, DPIin)
signil source. 1t is noted that DFPl is different for

iB in

each mede of operation. The DPlin valuaes are fnound as the series=-parallel

combination of impedances exhibited by the simplified equivalent circuit that

as seen by the E

applies to the given mode of operation. A shorthand notation is used to
denote the DPlin experienced in each mode where (R1|]R2) denotes the parallel

combination of resistors Rl and R,, etc. (see Appendix ().

1.5 EMITTER 1NPUT TRANSIENT

Shown in Figure A-7 is the same transistor test circuit, but with the input
transient signal impressed upon the emitter. The different wodes of transistor
operation experlenced for an emitter-input excitation are shown in Figures
A-8(a) and A-8(b). VNotice that only s narrow active range exists, hut that
four other modes of op.ration sre also permissible; namely, saturation, cut-
off, base-emitter breakdowm, and emitter-collector breakdown (mode 8; Table

A-1). The worse case with regard to possible transistcr damage occurs in

mode B, emitter base breakdown, which takes place for large positive (+)

input signals. Five modes of transistor operation exist.

1.6 COLLECTOR INPUT TRANS1ENT
In Figure A-9 is shown the same transistor test circuit being driven by un
input signal applied to the collector terminal. The resulting modes to which

the transistor is subjected by this collector input signal! are depicted in
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1.6 (Cont.)

Figure A-10(a) and A-10(b). The active region is quite large, but eventually
collector-base breakdown occurs for a sufficiently high positive (+) input
signal. The worse case condition for possible transistor damage occurs for

a high positive input signal which causes collector-base breakdown. Five

possible modes of operation are experienced.

1.7 POWER SUPPLY BUSS INPUT TRANSIENT

When the input transient is impressed upon the Ebb buss as shown in Figure
A-11, an interesting case exists. In order to find the driving point
impedance existing in the active region (Figure A-12), a derivation of the
feedback amplifier configuration is performed. Because this DPIin value

is difficult to evaluate, a short derivation is presented as an additional
note. There are two worse case modes to counsider; for high positive input
values, collector-emitter breakdown takes place; whereas, for large negative

inputs there is breakdown from emitter to collector.

* Note: Derivation of DP1 seen by Ebb in active region; Figure A-12.
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. Note (Cont.)

E

i
DPI1n - .
r [, = I +1
3 1”117 12
3
1 - .
E I2 - 122 + 121 where 112 current in No. 1 circuit caused
3 by E
o 121 = current in No. 2 circuit caused
By superposition (and DPI): by Eil
E
I il

F;f 1 - R, + [112|| {hie + (1 +8) RE}]
R
T o [nz O ]B

L= ASkg, and I, = pA3 4}

+ I

<+ Setting E,. = E,, = E, the total Ii = I11 21

il 12 i

11':i+n (T ' 1+::2+h T+ 8 R ]a}
1 [2”{19. B)RE}] 2 {u ( E}
By E

1" DP'I'i'n- {nl+ n ‘hie+(1+B)RE}

1+ 2 B}
R, +leie + (1 + B) RE}
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1.7 (Cont.)
Note (Cont.)

Ry +[R2 1 {"m + (1 + 8) RE}]
2

1 1+[R {h - )Rp}]u
Ry # by, + (14 8) Ry

Therefore DPI 3 =

for high-B8 transistor where

[hie + Q1+ 8) RE] >> R, and [(1 +8) RE] > by

Rg
DPI, R,[Rl + 32] e

1K 16 K _ .
"(12K+4K)['5-—K] 5 =13.2 K

1.8 VARIATIONS OF THE BASIC TEST CIRCULT

The basic test circuit described above was presented to demonstrate the
modes of transistor operation which one could experience under various
input signal conditions. It would be almost an endless task to consider
all variations of the basic test circuit, bulL the above discussion should
alert the circuit designer to the various aspects of transistor operation
that can be expected when one deviates from the normal! ocperating region.

If certain resistance values; namely, R, or RE' have zero value, then the

entire circuit results presented above Sould be altered and some very
severe damage conditions could exist. In the above test circuit, the
large external resistor values protected the trvansistor from damage
unless extremely large transient signals were experienced. In fact,
bulk resistance was completely ignored because in comparison to the
external resistors, bulk resistance would be swamped out. However, if

either RE or R, were zero {or bypassed with large capacitors), then

C
input currents in these cases would be limited only by bulk resistance

or the signal source impedance.
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1.8 (Con:.)

When analyzing a circuit such as s saturatsd switching circuit for upset,
one may have to consider all nine modes of transistor operation listed in
Table A~1. Although the circuit operates normally between the cutoff and
saturation regione (modes 1 and 5) the transient upset signal can drive the
transistors of interest into any of ths listed modes, Pz~ soms upset anmal-
yses, the n-parameter small signal model of a trsnsistor may bs used,

For this model paraueters such as B, hie' hoe' etc., are used. This model
is discussed in most references on transistors, and therefore will not be

discussed further.

1.9 COMPUTER AIDED ANALYSIS MODELS

Currently, most transient analysis computer programs utilize modified
Ebers~Moll models of the diode and transistor or.their charge-control
equivaient. In their normal form euch models do not predict breakdown
and are probably not valid for high forward junction currents. A typicai
modified Ebers-Moll model is shown in Figure A-13 for an NPN transistor.

The capacitors C_, and CE and resistors Rbb and Rcc are modifications made

to account for tﬁrn-on time, turn-off time, storage time and bulk resistance.
The current Irc is generally reprasentad by an equation of the form

Irc = IES (eev-l) where v is the voltage across the junction and IES is the
junction reverse short circuit current (poaitive voltage responds to

forward bias voltage). For large negative voltage Irc = IES' Thus, the
tranasistor model can be seen to predict a reverse current IES for all nega-
tive voitages. In reaiity, once the reverse avalanche voltage of the

junction is exceeded (breakdown occurs) a large negative current will fiow.
This breakdown phenomena wili have to be added if computer codes are used

for damage analysis and for some upset analyses. Consider aiso the base
resistance Rbb' In the computer upset analysis example predicted in the

EMP Susceptibility Threshold Analysis Handbook Rbb was obtained for a 2N705
trangistor operating at base low currents. Its value was determined to be 504.
Even in the upset analysis the normal base currents of the "on" transistor

are approximately 6 ma. This results in a voltage drop across th of 0.3V
which, when added to an approximate germanium junction voltage of 0.3V, yields
i rather high basc-emitter terminal voltage of 0.6V, At the high currents

required for lorvard junction damage this resistance would resuit in

erruneously high terminal voltages and powers.
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1.9 (Cont.}

Computer models for junction semiconductors may be modified to account for
breakdown by placing the model used in hand analysis for reverse breakdown
across each junction, provided the analyst has an electrical model of the
Zener diode available. Other elements which can be used to shunt these
junctions are shown in Figure A-14. 1In the (a) portion of this figure the
resistance Rr is made large so as not to interfere with normal junction
parameters. Ir is then made a mathematical function of the voltage across

Rr to yield the desired V-1 reverse characteristic. In the (b) portion of
Figure A-14 the diode D1 is an ideal dicde and is used to prevent current
flow due to VBD until the breakdown voltage is exceeded. VBD is given the
value of the junction breakdown voltage and R.B the valuc of the i1everse
direction bulk resistance. The models are placed in the circuit such that
the polarities indicated for Vr will reverse bias the shunted iunction.
Breakdown and high current injectiun effects may be incorporited in the

basic transistor model more elegantiy by modifying the mathematical relations
for junction voltage and current aad making Rbb and/or Rcc a current dependent
resistor (Reference 16). However, within the present limits of upset and

damage analysis accuracy the above mentioned shunting models are felt to

be adequate for any contemplated computer damage analyses.

In most computer analyses programs one can define his own models., For

example, a low frequencv n-parameter model of a transistor such as shown in

Figure A-15 could be used in a dc threshold upset analysis. This model
could be made more sonhisticated by the addition of input and output
capacitances. The information needed to construct this model is usually

available from manufacturer's data sheets.
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{(a) Current Model (b) Veltage Model

1
i

Figure A-14, Computer Breakdown Models i
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Figure A-15. Simplified n-parameter Model of a Transistor
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APPENDIX B
DAMPED SINE WAVE TO RECTANGULAR PULSE

CONVERSION FOR EQUIVALENT PEKMANENT DAMAGE

The damage constant, K, derived by Wunsch (Reference 11) for semiconductor
junction devices is based on a rectangular putlse, However, the B=-1 bulk
cable current specification is given in tems of a damped sine wave. To

be able to use the Wunsch damage constant one must be able to relate the
period of the damped sine wave L to the period of a rectangular pulse Tp,
of the same peak amplitude, that produces the same device damage. For a
sinusoidal waveform, junction failure may occur in either the forward or

the reverse bias direction. Failure in the forward bias direction is most
likely to occur when the source impedance is small and cannot effectively
limit junction current to non-~destructive levels. In this case the volt-
age of the generator need not exceed the breakdown voltage of the device.
Reverse bias failure will occur wlhen the source impedance is sufficient to
limit the forward current to a non=destructive level but will permit fuilure
level reverse current to flow. In many cases the current required to
produce failure in the forward direction is mich larger than the current :se

required in the reverse direction.

AR N bl g TR ALY, oo

The Wunsch expression for the power required to cause junction failure for a

rectangular pulse is s

=-1/2
PI-‘ = l(l:F {B~1)

e it i G ] Aaa e i o 2

where K is a device dependent constant and te is the time to failure. The

energy required to fail the device is

¢ [l
F ""1,2 L
Ep - [ Keg ' dt (B-2) o

0 .




or

. 1/2 B-
E. Kt (B-3)

where EF is the failure energy. Equation (B~3) may also be written as

-1/2
Ftp (B-4)

Since K is device dependent and is independent of waveform one can use this

expression to equate the failure energles and times of variocus waveforms,
That is

-1/2 _ -1/2
Emntn = Em tpr (8-5)

Consider the simple circuit shown in Figure B-la, For a positive going rect-

angular pulse at the generator of amplitude Vo (V0 >>» VD), the current
through the device is

VO
I = T

P . (B-6)
4

The energy absorbed by the device during the pulse is

P D o p (8-7)

where Tp is the pulse width. If this pulse is just sufficient to fail the

device then
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T = T (B-8)

and

E = E (B-9)

Substituting these quantities into Equation {(B-4), the damage constant for

the device is

!
1
|
é

1/2 (B-10)

where the p aubscript indicates that the damage constant was obtained for

a rectangular pulse.

For the same circuit (Figure B-1), assume a sine wave generator voltage, If
the input signal does not exceed the breakdown voltage, the waveforms of
Figure B-1b will hold.

It 13 assumed that the device loading will not cause distortion of the

generator waveform. The input voltage, Vé, is

= V si t
Vg i sin w (B-11)
where w is the radian frequency, but
v
w 2nf T (B-12)
B-4 .




'lv__"m——ﬂ

i
3
%
#
A
i
M
4
4
g
:
L

.}

so that

2nt
(B-13)

where s is the period of the sine wave. The current during the conducting
portion of the cycle is written as

Znt 1.s
L = 1 sin - <t < - (B-14)
s
where
vo
I, = % (B-15)
g
and
'
VD = Constant 0<tx< 5 (B-16)
The energy absorbed by the device during conduction is
A}
E = 2 v.I dt
a b (B-17)
o
or
I
2 2nt
Es = f VDIO sin -"{_: dt {B-18)
o
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Performing the integration, one obtuins

vDIoTs

8 n

(B-19)

If the sine wave is just sufficient to cause failure in the forward bias

direction, then

F (B-20)

and

E - Ep (B-21)

using these quantities in Equation (B-4), the damage constant is

1, 2 VD Io 1/2

where the s subscript indicates that K was cbtained from a sine wave.

KP and Ks (Equations B-10 and B-22) are equaced giving

V.1l 1/2
v111’2 _iZ Do <

}
i
D a'p T s (B-23) §
or !
!

Eol " 0.203 7, (B-24)
|
i

but
|
Ts R Y (B-25)
B-6
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therefore

(B-26)

Equations (B-24) snd B-26) show the relation between s sine wave of a given

frequency or period and the pulse width of a square pulse necessary to pro-
duce the same forward bias damage.

In the case where the input voitage exceeds the junction breskdown volrage

“and failure is assumed to occur in the reverse bias direction, the circuit

shown in Figure 28 will be used for the analysis The analysis based on a
rectangular pulse for reverse breakdown is the same us for the forward

case except that the expression for Io is now

o R (8-27)

where VBD is the reverse breskdown voltage of the device, The damage

constant Kp in this cese 1s still given by Equation (B-10) with 10 given by
Equation (B-27). As ststed by Wunsch, Kp does not have the same numerical
value for the forward bias and reverse biss csses, only the same general

expression.

For a sine wave sapplied to the circult of Figure B-2s, the waveforms shown
in Flgure B-4 will hold. These waveforms are not drawr to scale and are
used only to indicate relative wsveshapes, To simplify the snalysis, the

t = 0 point has been shifted as shown in Figure B-!b. The input voltage is,
therefore

vV = Vo cos 14 (B-28)
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During the time that the input voltage exceeds the device breakdown voltage

| ]
; - B X
b ) ) 7 Lti3g (B=29)
and ;
2nt t' 7!
I = I cos—= -3 St<s (B=30) 1
] ;
where ’;
L. Yo Vm 17
5 = T (B-31) F
R.g ;
The energy absorbed by the device during breakdown is ?%
3
;
4 |
2 27t
Es = Vip Io cos —— dt (B-32) ;
s e
o |
2 4

Performing the integrstion and evalusting the limits

v 1 1 ] ,:
E —-@—Q——-L sin .!I— (B—33)
s n T

In order to evaluate this expression further, s relationship between t' and
T, is needed. Figure B-3 shows the first half cycle of the input waveform
with the device breakdowm and time, t', indicsted. From this figure one

can see thst when Vg = vBD

P (8-34)

™




Figure B-3. Half Cycle of Sine Wave Showing
the Relation Between : and 1.
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Inserting these values in Equation (B-28), one obtains

v '
B2 o cos 1:-— (B-35)
o s
or
1 v
o o= — Cos-l B (B-36)
T Vo

Equation(B—36) {s now used in Equation (B-33) to obtain
v... 1 T v
BD o 8 «] "BD
ES = "'--—-—"""-“ sin Cos "T;—' (3_37)
but ,
1/2
v 2
- - B-3B
cos™! 22 = sin |1 "(‘\TBR) (B-38)
o o
so that
1/2
v I = v
E _BD o S | 4 ..(_92 (8-39)
8 | v
o
H
,j
B-11 ]
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If the time required to fall the device is the time above breakdown, then

and

tn
n
m

(B-40)

(B-41)

The damage cons:ant, K, is determined by inserting Equations (B-40) and (B-41)

into Equatior (B-4)

2 1/2

1-( 22
K = V.. I o c 1/2

2 1/2

( Vep
- {5
1/2 VoI o T1/2

or

B-12

(B-42)

(B-43)



Al R s cra by

. -( VBD )2
b g
o (B-44)

1 = T
P . -1{Ys s
r Cos i?‘

0

Equaticn (B-44)gives the relation between the period of a sine wave and

the width of a square pulse which will produce equal degradation in the
reverse bias case,

Figure B-4 shows a plot of 1p/- ersus voNBD’ From this plat it can 2e

seen that for values of vo/vBD g: :ater than 1,5 the value of 1:p/'rs
approaches that predicted for the forward bias case of Equation (B-24). For
values of volvBD less than 1.5, the ratio tplts differs from the forward

bias case and can be read from the expanded curve of Figure B-5.
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APPENDIX C
ELECTRONIC CIRCULT ANALYSIS AND DECIGN BY
DRIVING-POINT FMPEDANCE TECHNIQUES
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Electronic Circuit Analysis and Design by
Driving-Point impedance Techniques

RUBEN D. KELLY

Abstract-—=By using driving pownt imprdapce (DP1) tecliniques a
systematic approach to the analysia of electronic circuits can be
deveioped which Lielpa the eigineer gain insight into circuig action.
The answers, ~preveating the circuit’a cyrrents, voltagea, gains, and
Ariving-point in:pedancea, are written down by inapection of the
original circnit diagram without resorting te equivalent circuits of flow
graphs. The resulting answers are in a most simple form which can be
eastly interpreted by inexperienced persona since the relative magni-
tude of each factor is known. Thus, the student rapidly obtaina &
“feel” for electronic circuits. Tbe method can #lso be used to comple-
ment a tomputer-aided circnit design and analysis.

A totonal treatment of the fundansental methoda ia presented and
two examples are gi7en. The simple example, which is complex by
ordinary standards, has five input signals and three active elements;
yet the output signal voltage is writien out by inspection with each
alep explained.

Thre second example, a rwo-siage transistor feedbsck amplificr,
i3 used to demonatrate how the fundamental concepts are applied to
complezr feedback circuits. The gain, inpul umpedance, and output
impedance of the feedback amplifier are found and approxima* ons
are used to compare the answera to ordinary solutiona given for such
amplifiera, The answers obtained by DP1 analysis methods are alao
compured to equivalent answers found by node snalysis.

INTRODLLTION

OUN atter the advent of the transistor, it became
appitrent that i new method of teaching elec-
tronirs would be required if 4 teacher hoped 10

keep his students avreast with the novriad of new elec-
tron devices and circints, Most every electrontker! had
developed his own wiethods so it lie had o “feel” for
clectromic circuts. Many teachers had used Thevenin's
theorein 1o reduce o circuit to a siogle equivalang
nnpedance and singede conivilent voltage in order to ex-
plain more cimply  the conrepts of frequeney  mnd
trinsient response. Thevenin's theorem also was nsed te
sinplify the coacept of one direnit doading or interacting
with another. Wah ne systenratic circuit analyvsis
ter haiques available except loop and node analysis, the
average peeson fonnd it dilfirult to develop a feel for the
elec tronic dircuit, especially il it was very complex

A new systenuatne electronie vircuit aualvsis and de-
sign technique, designatesd driving-poin impedaace
(DM analvsis, has been developed b the aathor for

AMLanuscript recoived Apeil 20, 1970,
The wnthor is wirh the Department of Engowenng and Compucer
vience, University of New Mexwo, Mbugnerque, N Mex.
+ An clectroniker 15 an individial capable of analyzing, desigping,
aid constructing elest roaic Gecnnry .

use i teaciiing electrenics at the University of New
Mexire. By using o lew funeinnental cirenit coneepis,
which dhe average stadent can easily naster, ane can in
a very short period of tine become prohcient in the
amalysis of the most complex cirenits and dovelop, -
one student so vividly described it, a “gnt lechng™ (o
electrowtic circmits, DI analysis allows the stndent o
Write out arrswers to |'ulllplex cirenits by illsln'rlinll. e
beviruse the answers are products and, or sis ol simple
terins, the student rapidly learns how 1o approxinuate
answers.

Two vears ago, Kirtland Air Force Base (KAFI3,
under a special services enntract, emphisved the autior
to teach a 25-lecture beginming course in electrome
circait analvsis and design using DI analvsis tech-
nigues. The beginning conrse wag so stecessful that o
second more advanced conrse win offered the nest
semester. Smce that time hoih the heginping and -
vanced course have Leen repeated. The classes !
KAFB consisted of students who are elevrical engi
neers, techuicians, aind vondeetrical engineers. Althou
there were excellent stndents in carh category, sonie ol
the best students were techmcians and nonelec e
engineers, which indicates that DI'T .malvsis canr be
mastered” by anvone interested in electronics. KAFR
personnel have Touud DI analvsis to e very valialble,
especially asanaid incomplementing rowputer stalysis
of electronic cirmits. In the following paragraphs the
sisic concepts b DPLanalyvsais will be explained and .
feedback amplilier will be analvzed to demonsirate 1he
capabilities of 1he DI’ analvsis technigue.

The enrrent-divider erpuation and the voltage-divider
eguation are indispensable for the analvsis of electrome
cirenits by the DL method. Referring to Fig 1, nois
noted that the putput voltige appears across the paratlel
combination of K and Ki In order to muaintrin snn-
plicity of answers the equivalent resistance represennal
by the parallel combination of B and B will 1w denotiad
by the shorthand notation (R £y). The magnitnde - .
{(Ry|R) can be determined as the product livided 1y
the sun.; thus, (Ko K = (KRB0 (R4 By i'he shonr-
hand netation is extended i niore than two resistan. es
are in parallel; for example, the parallel combinagion »
the three resistors K, R, and K, s denoted s
(R,: R R however. the nignitude of (K, K, R) can
be best valenlated by taking two resistaives at a tine
and utilizing the produst divided by the sum (which

c-2
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Fig 1 Series-parabiel cirruil demonsirating volage-divider and
current-ivider erpuanions.

apphies tu only 1wo resistors in parallel); thus,
(R, R, R)=(R, R)(R). First, calculute (R,:R,)
=R.q; then find K., R,.

Alaking use of the sharthand wotation for parailel
resistors, the current supphed Iy 5y for the circuit
shownin Fig. 1is

"..| "..:
h = g - (1)
DPi. R+ (R Ry)
The outpm vohage E.u is the Ohin’s law voltage drop
across (R:, Ry) caused hy Ii; thus

RIR
Fou = N(K: Ry) = f‘:|[" (R Ry ] {2)

R+ (RIRY)

Fhe Iatter form of the Eq.. expression given by (2) is
clesignated as the voltage-divider equation, It can be in-
terpreted as follows. 1n o series circuit, the voltage across
any series element is fonnd by muhiplying the applied
voltage by the valne of the particinhar series element
{across whose terminals the voltage drop is desired) and
dividing the result iy the summation of all the series
elements. Using shorthand votation for parallel elements
simiplifies the appearance {and interpretation) of the
resulting equation,

Referriug back to Fig. 1, itis noted that the total cur-
rent [y was casily {found hy dividing Ey hy the DVY';, as
seen from the £y viewnoint. With the value of [y known,

Fouw = 4Ry

h

— - - -y L, ge—

1* 1~ desired 10 determine the current Howing through
voch of the paratlel resistors [y and /i The currems
1hirongh each member of a paridlel branch can he derived
for each paablem, but a simple cnrrent-divider expres-
sion can be found whirh will apply 1o all cases. The

[ha}

current-jtvider equation is derived as follows. | he
voltage across K. nud Ry s 1, (R,”RJ). Fhe comvem £
fowing threnugh Ry is fourd by Olin's law L Jihe volt

age across { Ryl Ry} | divided by (Ry), vielding
T
HhiR Ry K-+ Ry
TR K.
= !][ & ] : (.4}
K.+ R,

The latter expression for Iy piven in {3) is known s 1he
currem-divider eqnation. [t may Te nnerpreted as
follows. The vnrrent through a partienlar element ot
two-resistor parsllel coulination is found Ty nnliply g
the totel current enmtering the node I the vadne at e
onposite resistance aod then hividing 1he vesult Ty the
sum of the two resistances. THmore than iwa elemer s
are in parallel interpret ice opposite resisace 1o
meim the paradlel combination of Wl elements excep
the one thrangl which the vinrent 18 desiced,. For ox-
ample, if Ir s Howing into the parallel combination of
three resistons K., K. and R ool it is desined 1o ind 4,
the result is

rE
'”[,‘.J (R, ]

eqhivaieny Lir
+ (K, K) nppesiie restslaee,

I.=1

Using the cerrent-divider equation, the corrent /oo
Fig. Vis cusily obteined as

/. !.[ k-7 o
R+ R;J

Oue more simpite ex.mple will be ctied ta demonst ate
the simplicity ol the inethod. The expression for K., in
Fig. 2 is seen to be TRy Iy Odinn’s law valtage drop. The
current fg can be fomd by firse writing £y s (8 D1PLLG)
and then applving the current-divider eqoation at the
R Ky node 10 And 1. and agaia applving the currert-
divider equation at the X -K. node 1o tind Je. The resnlt
of Foucfound by etiploving the carrent-divider equation
is

E K: K
Los momtwaloem s domewllas il
Ri+ (R [Ry + (R (Ry + R)JILR: + [Ri + (R} (Ry + RJJLR  + R+ Ry

= e —r—— g s . -

Ilﬁlﬁ

tThe voltage Eau in Fig. 2 o he written out just as
easity by utihizing the voltage-divider equation. The
voltage at point A can first be ohtained by applving the
voltage-divider equation to Fy. Ry, and the remainder of
the circuit. With the voltage at point A known, the
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Fig. 2. Circuit for iinding Eg by the currenm -divider
and/or the voltage-divider 1echnique.
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tivships, the Base DPL (00 Fooinger DPL 00 Uollecior DY

voltage at pomt B can be ohtuned by sipplving the
vohage-divider equation 2 U4 and the cireuit branch
from point .1 w peint K. Finally, the volinge Egu is
ohtaned by e again applying the voltag ~divider
equation to the voltage 1y and the R Ky divider cit-
cuit. The resutt written ont by inspection in one step is
as fullows:

The above two answers given in (6) and (7) for Fo. ate
exactly equivalent and cach wis written oui by inspe
tion. If the circuit contains more than one veoltage
source, the answer can still be written out by inspection
by applying superposttion; that is, considering e
voltage individually wihale letting the remaining voit-
ages be zero nd wlgebraically adding '+ resahts (con-
tributions} of eich voltage to obtnin G in result.

The preceding discussion of the circuits in Fig, 1
Fig. Xillustrates the methods used te write out the car-
rents and voltages in a multiloop circait. We need nw
only to know the simple DI’! of hasic electronie cireuirs
so that these terms can be nsed 1o write out by ingpua
tion the answers to multisiage amplifiers, inchoding,
those that contain feedinek.

When active devices snch as transistors and v
tubes are enploved in electronic circuits, the DL
various nodes i the cirenit are modified by the action of
the dependeit controtted sources. Three basic tvpes of
controlled sources appear in the three most commonly
used active circmit clements. The common bipolar
transistor shown in 1ig. 3 exhibits a current-controtled
current sonrce; the Geld efect trnsistor (7117 shownin
Fig. 4 oxhibirs a vohtage-controlted  cnrrent sonree;
whereas, the triode vacunm wbe shown in Fig. 8 ox.
hibits a voltage- controtled voltage sonree.

By knowing the DML at cach clectrode relitive to the
commen connection of the other two weruunnals, how
gate voltage controbs droan current inan FEFL ad how
krid vohage rontrols plate current in a4 wibe, it s pos.
sible to nre Ohm's and Kirchhoft's haws 1o write ont e
solurion 1o the mest vompley of viveunts [y s etion,
Before proceeding it shenld be pointed out that the
solntion te circuit currents and voltages can also L
written out by mspectiom nsimg loop and “or node iy

——vallage-divider; —--—voitage-divider:
r‘ -woltage-dhivider; Fy to puint .1 paint L1 1o point B ‘,/ point 1o ouiput
e l:.[- (R [Ry+ (Ro) (R, + R.,»V] ][ (Ko ths + Ry ][ K " )
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Fig. 4. Field effect transistor characteristics (voltage-conirolled
curren) stuie). {a) Symbols and equivaler cu uil (neglccurg
r4). {&) Drain current (ip=ix) as a function ol E, applied be-
fween Ste and common. (¢) Gate DPL ({d) Drain DPL {¢)
Source

sis methods; however, the results of node and loop
analysis are not easily comprehended because the
answer is in the form of the ratio of two n-by-n deter-
minates. On the other hand, the result of the DPI
analysis is in the form of products and sums of simple
voitage-divider, current-divider, cr Ohm's law expres-
sions, each of which is easy to comprerhend and/or
visualize by the average person.

CommoN BirpoLAR TRANSISTOR

Referring Lo Fig. 3(a) we note that the base ¢urrent s,
controls the i, current generator in the collecto circuit.
Thus, the 1 base current and the Biy co*'ector current
cambine at the emitter node to make emitter cuirent
i, =u(14+8). In Fig. 3(b). the action of the controlled
source for a given i, causes the base voltage to be
v = ik, +1(1 +58) Rx. Since this causes the o voltage to
increase at an &u[k..+(1+8) Rg] rate, the base DPI is
Ih.+(1+8)Rx]. Thus, the Bi, controlled source causes
the emitter resistor Ry to appear (1+f8) times larger
from the luse-circuit viewpoint.

In Fig. 3{c) the DP] seen at the emitter is (ki Hu)/
‘148). This iniplies that a voltage Vg applied to the
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Fig. 5. Triode vacuum lube characteristics (voitage-conirolled
voltage source). (a) Svimbot and eluuleul ~ircmt. (b) Plale
curren! as 3 function of E, applied belween g and connon,
{c) Plate DPI. (d) Cathode net. {©) Grid DPL.

emitter will supply a current as though it were con-
neceed to an impedance of (7,4 Ra)./(148). The circuit
action that canses (hi.+Xa) to appear (148) times
smaller is a result of the controlled (dependent) fi,
generatnr. With V¢ applied directly (0 the emitter,
(ki Rg) will be directly across its terminals and a cur-
rent will fiow in the buse circuit equal to (Fe)/(hu+ Rs),
but this hase current excites the 84, generator and causes
additional current of gi; o be supplied by V. The re-
sult of this increased curreut tHow is that (hy+ Ra)
appears to be sinaller frous the emitter circuit viewpoint
by a (148) factor; thus, the DIl ut the emitter is
(Re+hio) /(1443

In Fig. 3 (d) it isnoted that the D'l seen louking int
the collector is infinity if the base and emitter are refer-
enced to common. This results frnm the fact that the
B4, generator can only be excited hy signals in the hase-
emitter loop, and since a voltage applied only tn the
collector cannot excite a current in the buse circuit, the
B4 current generator is independent (not excited) and.
appears as an infinite DPI, a characteristic of all
independent current generators.

F1ELD-EFFECT TRANSISTOR

Referring tn Fig. 4{.1) it is noted that there are con-
flirting symbals for the junction FET. When the gate
arrow 15 cotinear s 1he source terminal, there is po




amiiguity as to which are the souree and drain ter-
minals; however, when the gate arrow is midway be-
tween the source and drain terminals? it is necessary to
trace the circuit 1o see which terminal is connected 10
the power supply. For n-channel FET's as illustrated,
the terminal returned to the {+) power supply is the
drain. For p-channel FET's the gate arrow direction is
apposite and the drain terminal must be connected toa
{ —} power supply. DPIl analysis applies exactly the
sarie 1o either n-channe! or p-channel FET's. It should
Iv noted that DPl analvsis as described in Fig. 3
applies exactly the same to cither n-p-n or p-n-p
bipolar transistors

The derivation given in Fig. 4(b) shows that the
source and drain currents are equal {the gate draws zero
vurrent) and that sonrce current 1, as caused by E, on
the gawe relative to common can be caleulated as
though E, were forcing current through the series con-
bination [{1/gs) + R, ]. although the actual £, generator
supplies zero cuirent to the gate. This appar:nt circuit
artion, resulting from the controlled (dependent) cur-
rent source {g=V,.), is helpful in calculating scurce
cunent without deriving the equation each time. Thus,
any E, applied to the gate refative to ground causes a
source and drain current of i, =1, =(E,)/[{(1/pa) +R.]
The source voltage is the 1,R, voliage drop and is that
portion of the voltage appearing across R, in the two-
resistance voltage divider equivalent eireuit that repre-
sents equation (iv) in Fig. 4(b). As shown in Fig. 4(e),
the 1/ga term represents the DP{ at the snurce.

Since the E. signal applied to¢ the gate supplies zero
current, the DPI at the gate is infinite as illustrated in
Fig. 4(c). The DP] seen looking in on the diain [see
Fig. 4(d)] is also infinite because application of a
vaoltage to only the drain cannot excite the ga !, genera-
tor and the DV'] of an independent current generator is
infinite.

The DI’l seen looking in at the source, Fig. 4(e), is
(1/gw). 11 an external voltage V, were applied to the
source in Fig. 4{e), it would supply a current equal 1o
(1) /{1/ga) because the V. voltage is directly Letween
the source and the gate terminals and it excites the
£«1,. current generator and causes V, to supply a cur-
rent of ga V.. This circuit action makes the source DIl
enual to (1.'ga).

TrionE Vacuum Tuse

It wrder to complete our list nf dependent-source
tspey we will include the trinde vieuwunm tube whose
epivadent circuit exhilits a voltage-contralled voltage

3 The tst < Mitad is preferred by 1he anthor hec:iuse ane cao tell
smmmsehatels which termiih correspond 1o Lhe source and 1he drain;
homever, mam antbors prefer 1the Lanter symbd since it more ap-
woptialely regresein s the ssmmetncat natnre of the FE'T structure,
wherels - for tnany I ET- the 1w exireme 1erminals are interchange-
able, aint the additional cinuil iruing described previously is re-
quired 1o derermnine which ches tresdes are being used as 1he drain and
the swurce.
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source. lronically., the analysis of 1lie varvnm talw
circuit is returning to prominence becianse its TH') equa
tions can be used to analyze an FIIT amplilicr whivh
has a resistance rg, Detween drain and source (paralleling
the g. V,, generator) that cannot be neglectid.? Reler
ring 1o Fig. 5{a). it is noted that the FET equivalem
circuit is identical tn the tnbe’'s Nortm enuivalem
eircuit if r,= @ In lact, if all the vacuum tube D
equations are taken ta the limit as r,— o and (u/7,)
—ga. they will become exaetly the same as the V15T
DPI1 equations.

For the vacunm tubse, one needs to know the following
three things: 1) the plate current resalting hom .
being applied between the grid and commeon given in
Fig. 5(1) as dv=(E)/{R4r,+Rx(14+p)]; 2) 1he
DPI seen looking in at the plate relative ta camunm
given in Fig. 5(c) hy the expression [r,+ Kx(1+u)].
which implies that any impedance in the cathode il
that is in hoth the plate loop an? the grid-cathnde ooy
will appear (144} times larger from the plate cirenit’s
viewpoint; 3) the DI'l seenlooking into the cathode rela-
tive to comunon given in Fig. 5(d) as (K, +7,) (1 4u).
which means that any impedance in the plate lead wil!
appear (14u) times smaller from the cathode cirenit
viewpoint.

SIMPLE NONFEEDRACK EXAurLe

A straightforward example of the use of the DI'|
analysis techuique is presented in Fig. 6. Superposition
is used to write nut the F.,, contribntion dne to cai
signal source. The base DP'1 is used to obtain base cur
rent due to £, which is then multiplied by {(148) ta ol
Lain emitter vurrent. A earrent-divider egnation is nsiad
to find the portion of e¢mitter current which Hows into
the 'ET source (which is also drain corremt). Another
current-divider equation is employed to deterniine how
much drain current (resulling from J) flows into the
cathode nf the tnlwe. Since the signal cmrent cansed In
Fiflowsnp throngh K, it will produce a (41 ocpmt vol
tage contribution.

The source and drain currents exeited I Feonee
calculated nsing equation {(ivl in Fig. {1V where the
equivalent saurce load is (Ke)! [Ruth.0 (1 + ], T
drain current excited by Ey divides betwreen Ky and the
cathode DI’l of the tube; a current-divider equation is
used to determine the tube's portinn. Simve the plate
current caused by E; flows down through K, the polir.
ity of its contribution 10 E..( is negitive (—).

The plate current excited hy E; is calculated Iy using
equation (it in Fig. 5(hh) where the cathode lowl is

3 I{ rg in given, il can be neglecied when i1 is large comipared «
the )I’l ween beiween sanve and drain; 1hat i,

. 1 1

W 3 [ _..__-._] |
[__f'__]

fe Rs + Rp .

.

for the circun in Fig. 4(b).
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5
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“.t."—-! 1+8 j 1e8 | %m o You
Fig. 6 DP! examyple problem

[(Rx} (Drain DD = [Rx]. The plate current due to
E, fiows down through K. and causes a negative {-)
vontrihution 10 ¥,,,.

The vatue of plate current due to &4 15 obtained by
dividing ¥, In Rg plus the cathode Nl (the drain
DI']is infinite), and since this current flows up thenugh
K1t causes o (+) positive contribution to Eou.

The curren from £y flows up through Res and splits
hetween the FEET source and the emitter. The portion
throngh the FET source is also drain current and it
splits between Ry and the cathode DPI. Since it flnws
up through K, it canses a (+) contrilnition to E..

In addition to the Fo,, signal, the D1'l.y is always
required. The ontput IP') at the tube’s plate is Ry
[ra+Ra(1 4],

Two-STAGE FEEDHACK AMPLIFIER

1he vollowing prablem appeared on the final exam at
KAFB in the fall nf 1969, and is used here as an example
of how to an ilyze feedback amplifiers.

T he two-stage feedback amplifier shown an Fig. 7 s to
be analvzed for DI, DI'L.,,. and gain.

Ftis noved that the DL, consists of K, in series with

Fig. 7. A twoestage feedback omplifeer

Yigaal
Bround

~ Ground

(a) iLhy
Fig. 8. Circuit diagram for finding the 1H'] a1 potny A.

the DP secn at point .| frow the R, viewpoint; there-
fore, the analvsis will proceed by moving vver to point .4
and deriving the DP 1 o

In order to take advantage of the DIP'1 analvsis
techniques, we will deterimine the coorrent drawn froma
voltage E. applied at point .1, and once the current is
wnown, the PPl c=(Fa) /(14 wa). The solution
never need: be carried to completion becauze the snper-
position sum of currents implies several  eguivalent
impedances in parallel aod from this s of currents
one can write ou. the DI’L by juspectinn using the short-
hand notation for parallel resistances.

Referring to Fig. 8(a) it is noted that the circuit has
been drawn with an independent voltuge £, driving
point A, Becanse E, excites an emitter current in Qy,
and the resulting cnllector cnrrent of () excites a base
current in {; which causes the collector current of Qs
to produce a current Anw in R, it is always advisable
to draw a separate K. generater for cach circuit
branch connected to point .1 so tnat one may easily
keep track of every current. The circuit is redrawn in
Fig. 8(1Y with voltage sources £, K4y and Eq con-
nected, respectively, to the emitter nf (), to resistor
Ry, and 1o resistor Ry Failure to draw a separate gen-
erator for each circuit branch often leads to the over-
louking of one or more of the superposition currents.
In nrder to keep (ron overlooking any of the currents,
each ni the three vnltages is considered individually
while the remaining two are set equal 10 zero; in other
words. siperposition is applied. As each voltage is con-
sidered, the current in its own Lranch and the ¢urrents

c-7
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which it might excite in the other two branches are
algebraically combined by considering currents into a
branch positive {+) while considering currents coming
out of a branch negative {—). By tracing currents
through the circuit of Fig. B(b) it is easy to show that
E 1 causes a Oy emitter current in its own branch and
a current into K, in the E 4 branch; however, it does not
excite a current in the E4 branch. On the other hand,
E 4 excites a curreat only in its own branch of R, and
Ry, while Ea causes a current only in Kyy. Each of the
currents described can be written out by inspection,
and the results can he summed algebraically by super-
position when we let (K =E.; = Eyu) = E,.

Referring to Fig. &(b), we note that the total cur-
rents excited by Eq in each ol the three branches can
be denoted as

fi = N{Ex) + i:(Eq) + 1:(Eai) (8)

where 1,(Eq) is the emitter-1 current due to Eg, 2(E.q)
is the current in R, caused by E,, and ix(Eq) is the
current in Ry caused by E 4.

Using the current-divider equation and the DPI equa-
tions for the bipolar transistor given in ¥ig. 3, we may
write out 1) total by inspection as follows:

current through R, excited by £,

IEEE TRANSACTIONS ON EDUCATION, SEPTEMBER 1970

Ry current due to Eq is positive (+) since it fows nt..
the R, branch.

Referring again to Fig. &) ths current sy due to
Es can be represented by

B2 = N{Fa2) + (L E.) + i M4s) AL

where 11{E 1q) i8 the emitter-1 current due to Fay, 130020
is the current in Ry cansed by Fa, and 0{f4) 15 the
cuttentin Ry caused by Eg,.

It can be noted tha! E cannot excite . current in
the collector of (4 through &, since the DI'l of (L'
collector i8 infivite, and therefore, f<.: cannot possilily
excite an emitter current in Qv Also, K canuot oxeite
a current in Rg; consequently, ui{ £4) and 13{fs;) are
both zero. The current 1: can be written ont by inspec-
tion as

EA!

Iy = z€ro + ——— + zéro 11
e R + Re: {

where the second terin representing 1:{E4;) represens
E 41 forcing current through the series combination ot
R; and Rey (becanse the Qs collector D'l is infinine
from the K R, viewpoint).

. Eq + _ Ea {[ A ][ Re ] ©2) [ Re: ]} + zet0 ()
Ron kit 14+ 8 dLRer + ke + (1 + B)Re] 4 Re:+ Ry
el [
I, into gives I-divider gives “l-divider
emitter-1 Tl gives s . Les gives iy

Note that emitter-! current is common in the first two
teyms and will he factored out in the final expression.
The current in Ky excited by £ 4. the second term in
(9. is found by multiplying the emitter enrrent of h
by (3 /(Y + 81 to ubtain Q) collector current 1) multi-
plying this Qi collector current Lv the current-divider
equation of Ke and the base DI'l of @, to obtain base
current in (. multiplying the rasulting iy current by

The voltage E,4: can excite current enly i K.
Therefore, the expression for the current 7: hecomes

= J‘|(":4:) + l‘_‘(-F.ll) + !.;(E_“) i1
. EAI

Iy = zero 4 zeru 4 - — + 13
£

But (k,l = E,“ = E‘:) ot E‘ and l,{ =5 l‘.| + ig +J‘g; there-
fore, the expression for the tatal current £ becinnes

":-u i

Eq [ -0 ][ Rer ] [ ] Ea:
l. - fr-— ———— l *. e = ) Pl e w0 B + AR e l"l
! 1 Hn ] 1+ 81 JLRey + hie + (1 + 84)Rype Gk Re:+ Ry {Rr 4+ Re) ! |Rs_l‘i- s
i

{8:) 1o ohtain the (% collector current 1y, and finally
multiplying iry by the current-divider equation of X,
and Ry to obtain the current in R, The polarity of this

1

and since I, is in the form I, =E.{(1/R,)+(1/R,)
+(1/R)) = Ea/(R| R R) = E/(DPpiny &), we wiay
write out by inspection,

c-8
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DPL, = R; + DPlyuin o (15)

| BEd
“ R+ ol R + Resl(Ren | (16)

l+[ & ][ Rey ](ﬁ:)[— Res ]
i_. 1+ iR+ M+ (14 8)Rp Res+ R, J

s i

oA o ML

this is the factor which makes
DPlLgiat 4 such a low impedsnce

iiefore proceeding to the calculations for gain and
DP,. it will be beneficial to descrihe how these two
answers can be found. Referring back to the original
schensatic shown in Fig. 7, it is noted that the feedback
through &% from the .. tevminal is the on: ¥ thing that
prevents us from using the standard curreni-divider
equation at point 4; that is, the voltage at the E,,
terminal modifies the current division at peint 4 be-
cause the feedback modifies the DPI at point A. In the
previous analysis for DPl;., we could not write out the
answer from the input terminal viewpoint because the
output voltage feeds back through R; and modifies the
potential at point 4 and also the current divisicn there.
In other words, the potential at point A4 is not known
unless you solve the entive problemn; it is a summing
junctiun for the input and output circuits. However,
when we moved over to point A and applied a voltage
source of E,; at this summing junction, we prevented the
cutput voltage from controlling the potential at point
A; thatis, L, killed the feedback voltage; point 4 po-
tential was fixed by E,. Once we had disabled feedback
voltage variations at point £ we could use standard
current-divider equations and superposition to write
out answers.

In order to kill feedback in the original circuit of
Fig. 7, we can apply a voltage E, to the output terminal
to fix the output voltage to the value E, which is inde-
pendent of feedback. The circuit with both E; and E,
applied is shown in Fig. 9.

1t is noted in Fig. 9 that if superposition is used the
current division at point 4 is known by standard cur-
rent-divider equations for either E; or E, consicdered
individualiy while letting the remaining voltage be sct
equal to zero. That is, when E, =zero, the current divi-
sion at point A is known since the output is shorted to
ground and no feedback voltage occurs. Likewise, when
Ei=2zero, the current division at point 4 due to E,
excitation is known by standard current-divider equa-
tions since the input terminal is shorted to ground. The
total current in any branch of the circuit is the super-
position sum of the currents due to E, and the currents
due to E; with each set of currents calculated by stan-
dard DPI methods. Thus, the purpbee of E, is to dis-
able or kill feedback so that standard DPI analysis can
be used throughout the circuit.

The total current I, shown on the circuit diagram in

Fig. 9. Feedback amplifier with E; connecled 10 outpat terminal.

Fig. 9 is a superposition sum of the individual currents
caused by E; and E, independentiyv, and thcse currents
can be written out by inspection using DI’l analysis
methods. The most intportant concept, however, is that
if K; were disconnected from the output terminal, the
E,: voitage appearing at the output would be that of
the complete feedback amplifier when E, is the input
signal, and if E, were adjusted to be identically equal to
the E,.: existing with feedback, and then E.=E,.
(with feedback) reconnected to the output te-minal, the
current I,=f(E;, E,) would he identically zero. This
concept is used to determine what value of E, will be
required to make I, =f(E;, E,) identically zero, and of
course this particular value of E, is also the value of
E,u with feedback. The concept is simple and the writ-
ing out of I,=f(E,, E,) by superposition using DP!
analysis is also simple: in fact, the finul analysis is
shortened considerably more by noting what the con-
cept implies.

In using the concept, it is noted that I, =f(E;, E,;=0)
is really short-circuit output current ({sc) and that the
I, current due to E, only is I,=f(E,=0, E,)
=(E,/DPl,). Thus, when the total I, is found it is of
the form

I, = I(E, £, = 0) + I(E: = 0, E,) (17

I Tie ! =
.  D¥PLa

(18)

The short-circuit current Iec is considered negative in

-3



(18) because it is coming out of the circuit, whereas the
1, direction was considered into the circuit.

Setting 7, identically equal to zero as required by the
concept stated previously, we obtain

E.
0= — Joc+ —D_I"E. (19)
and solving for E,
E, = (Iec)(DPLy)
= E... witb feedback. (20}

More importantly, it should be noted ihat E,,, = (gain)
(E)) and that if (20) is divided by E; we will obtain the
circuit gain; one of the requirements of the initial prob-
lem. Thus, utilization of the above concept of applying
E, and setting I, =0 yields both the gain and the DPIL,,,
simulianeously which is perhaps why the students
preler this method of analyzing feedback amplifiers.

As mentioned above, the obtaining of the results
given by (20) is considerably shortened by noting that
only the D[l as determined by E, acting alone, and
the lgc due to E; acting alone, is all that is required;
that is, one never has to go through all the steps
to get the results of {20). Short-circuit current [ec
=[{E;, E,=0) is required of course, but when /,
=f(E,=0, E,) is being calculated, it is noted tha:

this is fl(lf:;l)
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= Ground
T

]
=1

17§ 57

Erowad
(») (b}
Fig. 10. Circuit for calculating the output D1
of feedback amplifier.

Sigmal

point A and excites emitter current in Qs which In turn
excites base current in Qs and causes @y collector vur-
rent to flow in the E4 circuit. E, acting alone cannot
excite any currents since it is working into the infinite
DPI of Qy's collector; therefore. iy =f(En) =zero. iy
causes a current to flow only in Rer; therefor , iy

=f(En) = Ey)/(Rea).

By superposition,
=+ ia i (21)

Also, by superposition, letting E, and E;» be set equal
to zero, 1) becomes

ero

1 o= 0(Fn) + i{Fa) -I)U(,’;)/' 0n

. Ell
1 = h
vl
R + (Rei[R)]| [l_r;.l
1
this is ].'_i(Egl)
i = TR I-*—:ﬂl' — . ‘.i,,‘ﬂ ]
- U | L | O ——
1+ 8 'LRee+ hir+ (1 + B8R

lkil-l.
Ry + {R:-JIR.-}.'![——] (Re|R) -+ [

1+ 8

it s of the form (EJ)[(1/R)+(1/R)+(1/R.]
=(E,)/(RJ|R||R;) = (E.) /{DPl,y) so that ix is never
necessarv to carry the calculations beyond the initial
step in order to ohtain DPL,,, since it is noted frrm the
initial form of 1, =E,[(1/R)+(1/R)+(1/R)] that
“l'loul=(Rx"Rl”Rr)-

P'roceeding with the original probleni, we calculate
the carrent [, =f(E;=0, E,) iy using the circuit dia-
gram shown in Fig. 10. E; is set equal to zero which
shorts the input to ground, and £, is assumed to drive
the output terminal, Fig. 10(a). The circuit is redrawn
in Fig. 10(b) with Eq, a, and E; connected, respec-
tively, to resistor Ry, to the collector of (b, and to re.
sistor Kci. The current i, from E; enters the node at

I&ifl 1
1+ ¢

Letting E, and E,s be set equal to zero, 1y =f(£,;) be-
comes

l.: = il(Eu) + l-:\’Ed) + il(El,)
= zero -+ zero + ziro. (24)

Letting E, and E.» be set equal to zero, 1;=f(E,) be-
comes

is = 5)(Eys) + i3(Ess) + 13 Exs) (25)
Ean

iy = zero + zero + — - (26)
o3

Combining the results by superposition and letting
(En=En=Ey) =E, I, =(i1+i1+1) becomes

c-10
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I, Ra'R, R ;
fe= —— Pyl ol e L ): [1 f—l?][i' +hat ('1 + B8R ]w"" ;
- 1 [ Cl 122 2J gy 1 #
R+ (Red|R) [ ] (RedlR) + [-—-—]
é‘ ] I” ” 1% 8, l £, T4 ] :—'
4 3
; + [E"] (27) :
Res
5 !
-;.
Kote Apay is
Shortad and has
lero Current ;
Flawing Through 3
] A
Fig. 1. Ciecunn diagram for shor circuil calculations. ;
:
Therefore, DI’l,u is, by interpreting (27) to represent 1
current in parallel impedances,
i R+ RellR] [ 1
]
If f By, oy | .a
DPInut ~ i = G == ”(Rf"-')' A
ll + (KmllR) [ ﬁ'j -I[ _f_frl :[{m} 1 (28) 1
hoet 14 g llRes 4 hos + (1 + 8 Re: .
(Rl R + 1 g
1+4
this is the factor that makes DPI,.,. small
The shart-circuit output current I'ec due to F; can be m i
| i T ey (Ren)]
written out by superpesition and inspection by referring 1+ Bn
to the circuit diagramm shown in Fig. 11. With E,=zero Toc =1, ]
anq the output. s!"lorted. the input current 7, can be R + (Rm)”[ ftia ]
written by irspection 148, ;
K Eq (Rei|Ry) B
- = (29) =1 =
| ik
Red(RAl} 375 7L+
and short-circuit current consists of the current through [ R"‘M ) i (82). (31
R; and the collector current of (4 thus, /sc becomnes Rey + Ain 4+ (1 + B:) Ry

fec = Iscy — I'nc:

(Realfi [‘j'“—l—

E; + B

IFC - hitl

|
el
l

R. RIR[ ] R+ (Rp! !
+ (Re)ll(R))|| T+ 8 f (m"l.l+.61

(Resf{Ry)

]

hinl
1+ 5

(Rel|R)) + [
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]

[

Ra

il ]
+ {1+ 8.;)Kg:

_Aar
1 {”" |L-'\||+i'l.

(30)  And since I; is a commaon term, fagc can be written as

1

t -

G . (D)
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The open-circuit (uo-load) output vaiiwe is Eea
=(Iac)(DP{.u); therefore, combining [sc irem (32)
and DP{,., fron1 (28), the output voltage with feed-
back becomes
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The expression for E,. can be further simplified by
cancelling identical numerator and denominator tenus,
noting that two current-divider expressions are ap-
proximately unity and observing that a numerator tenn

I, direct Ieedthrough term

e — . ——

(Rll)

1[5

Eour = &
R + (Rll)"(R;)" [ 8

R+ (R..)u[

1+ﬁl]

main feedback term

]w}

(Ruil| Ry) [ ) ][
hm] 1+ 8RRy + hia + (1 + 82)Ris

mmm+L+m
[R’ t (R"”R')"[l + 8 ]] -
1+ (RuR) [ b ][ Res ] @) "1 (33)
(Raif| RS + [ ki ] 1+ AdLRe + b+ (1 4 8RS
B n i 1 +ﬂl

main DPleg term

Observing the relative magnitudes of the various
terms of the E,, equation (by substituting numerical
values). one soon recognizes that the negative main
feedback term predominates over the positive direct
feedthrough term and thus the direct feedthrough term
can be often neglected. Also, one notices that the main
DPlgy, term due to feedback is much smaller than Ry
with which it is paralleled and thus predominates so
that Rey in the DPf.., expression can be neglected.
Neglecting these terms leaves us with the following
approximate answer for Eye:

due to feeduvack

approaches R; and a denominator term approaches Ri.
respectively, because R,>>(Rm)||(R.)|| [(hiun)/(1+6) ]
and R; >>(R..)||(R,)l| [(he) /(1 +81) ]. The more simpli-
fied expression for E,, is

R
IE.,u. &~ E.-;’ (35)

and is the expression given in most other publications
(without prool).
This paper would not be complete if part of the two-

approaches unity since (Rai||Ry) > [(hut)/(1 + 81))

: a[ E ] CATI P S S
s ¥ b 7 |L1 + BudlRer + i + (1 4 8 R
R+ (R R Rp| R,
+ (Renl|(RA| [1 + ﬂ] (Re[Ry) + [1 + ﬂ,] cancels with terms below |

.

approaches [E./R]

app-oaches R;
Rin
] ﬂ:_'F (Reil| RO} [-""'E;]]

(34)

Rey

{ {R"HRJ&..' _]_] ['l il ﬁ:] [Rc: + b+ (1 3’”"’] »

Rey Ky + [m
)

approaches unity since (Rm]} R) > |(ha)/(1 + 81)
c-12

cancels with terms above
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Fig. 12 Circuit diagrame for loop and node
analysis of feedback amplifier.

itage feedback amplifier were not analy:zed by some
conventional method such as loop or node analysis.
In Fig. 12{a) and 12(b) the signal circuit diagram is re-
drawn for possible loop analysis. Although there are
six loops shown, closer inspection will reveal that the 1
and f; loops can be easily eliminated by Thevenin's
theorem so that only a four-loop set of equations imust
be solved. Since it is desired to solve for E,, it is morc
appropriate to use node analysis and solve for the
single voltage Ve,

The circuit is redrawn in Fig. 12(c) for nodal analy-
sis. In Fig. 12(d), the nodal-analysis circuit diagram is
further simplified by drawing each node-to-node cur-
rent source as two individual current sources between
each respective node and common ground. Referring
to Fig. 12(d), the set of node equations are expressed
in general terms in (36)-(39). The node analysis is as
follows.

Node A:
- -4 -
Ia=+V --——]—V —
z “ ‘-.RAA R-RAB..
V > ] Vv | = (36)
Lried  "Llrult
Node B:
- -1
S iew=—Va —]+V3 —
| K4 | Ryp
ve[- ] -] en
C-Rnc D-Ran.. )

[15]

Node C:
. " 1 7] 17
D e I P
4 |l.- ! ‘- _|°,,— b § 13%)
L R L Rets
Node D:
" o i C 1]
2l v L
r [ l i [ ' ] 1
- ;cI__R.D-(‘ ) +¥p | Runl (3

The appropriate values pertinent to Fig, 12(d) are

substituted and the results given in (40) -(43). Bevanse

the circuit is that of a fecdhark anpliier with iwe

dependent current sources, two additional cquations

are required to Jescribe these dependent sources. The

ones describing [y and [; are (44) and (45), respectively.
Node 4

[p.] 1+ g”:] =+ “'[Eﬂﬁﬁﬁﬁ}

- rm[-‘-] — zero} - [zero).  (30)
Ry
Node B:
1 1
[=8sa] = — ¥ EI[“R;:! +1 m[_R_;{rIE;]
— [zer0] - |zero]. (1)
Node C:
[=8i1] = = larra] - [2er0)
= 1 |
waill —— el B 1 (2
+y Il_Rm”h.'.z] M [’f.r:] ( )
Node D:
[-+8.1:] = — [zero] — [acro]
1 1
- Vol — V —— . 13
c'[’lm] * n[”i.:“Rn] (
Ve
<= == m
I' [ "l’cl ] ( )
Ver = Ve .
= | ——— | 15
I’ [ h-’c! ] ( )

Substituting (44) and (45) into (41)-(43). we obtain
the final set of node equations, (46)-(49). This final set
of node equations can be solved hy standard techniques
for any of the node voltages.

Node A:

MR

RliRs, | ——| R
L s [|+d.] d

c-13
S—




1 JEEE TRANSACTIONS ON EDUCATION, SEPTEMBER 1970
1 Noac D:
—_ "co [—]“ Vc;[zero] e
R, 0 = — Vgylzero] — Ve [zero]
- Ve —- —
Node B: [“'f"’ ]
[ 1 1 I+ 8.
0=—-Vn —] + Vc:[—“"“]
.-Rf Rj”RC‘.' + Vn N lk.- . (41))
F 17 R e ]
+Val = e [1 + B:
I [_E: Equation (50) is the solution for Ve = Fe expuressed
_ - as the ratio of two determinates. Fquatian (50} can e
_v 1 7 evaluated by minors and will have four terus in the
" Wy (47) numerator and six terms in the denominatar. The ex-
[ P) pansion of the ratio of determinates results in an answer
il for E,. which is not easy for an averaye person to in-
Node C. terpret. Obtaining the answer for £, in the form given
£ 1 - by (50) involved a lengthy process and the result oid
0=— Vg ~ | ~ Vea[zero) not readily reveal a great insight into circuit action,
[*_'_l and, in addition, it provided only one of the 1liree
| L g d ] answers asked for in the prablem. DPL, and DI’
- must be caleulated using other tecliniques and vcach
+ Ve| =—=— |- V"[_l_-l (48) Aanswer will be of the same forn as (50) if stardard loop
LRcy|| ez d Iy and node analysis methods are ciaploved.
1 .
. A [}] 0 0
R Ryl [ = ] | Ry R;
1+ 8
1 1
1 - .
—[_] 0 [J'n‘!] [ kw]
R, R
L L 3. B
: 1 1
lhul. 0 = _"] - ["-"—]
_.] _Rc;“ll.'.: .
8,
1 1
0 0 Jl‘.,.z h 2
1+ a] R””[l_# ﬂ']
Vie = Epr = : == _ T =k e 140)
h ! 0 0
R.-R'[—"‘]!R LR
l| Rl — vy Ry r
| T -
B G [y (@
R, Ryl| Ri:a ["'.i] [lf]
8 ) L L8
1
bl i ) B 1
rhlfl ] [———" - —“-—]
1] Rellhea e
8
1 1
: 0 0 [ "'u! ] er‘ [ hic“. ]
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ConcrLuston
The DP’l analysis technique set forth in this paper
provides a method for rapidly analyzing electronic
circuits. It is applicable to ordinary circuits as well as
those that involve feedback. The most important ad-
vantage of the DPI analysis technique is that the
answers, written nut by inspection, are in the form of
simple Ohm's law equations involving the .urrent-
divider equation and the voltage-divider equation. Any
voltage. any current, or any driving point impedance

va.i be written out with equal ease.
Although no examples were given in this paper, the

techniques are equally applicable to determining de
operating conditions and cven the effects of e
emitter offset voltages can be tuken into consideration
in the de calculations hy taking into account their con-
trilution to the superposition sun. Since the methods
apply to dc calculations, the complete analysis of such
feedback circuits as regulated power sapplics can e
readily performed.

Because of the simplicity of form exhibited by the
answers, even mexperienced people rapidly gain a feel
for the cleetronic ciremit. When o prrson gains o lodl
for the cirenit Tie s an elee trmiker.

A e fadh



APPEMDIX D

TABLES DF TRANSISTOR AND DIDDE EMP PARAMETERS

The following tables are a !isting of measured and calculated
damage constants and other pertinent data for diodes and transistors. This
listing is a compilation of data acquired during various EMP programs and
is provided as an aid to further studies.




NOTES:
{. For SCR's, Breakdown taken Anode to Cathode.

2. Reference Source data:

a. SP - SAP-} Computer Listing

b. DX - Experimental data from DASA HandbLook
1 ¢. DE - Estimated data from DASA Handbook
d. CM - Computed data

3. * indicates a unijunction device - the value under BVEBO is

VBIE and the value undar BVCBO is VBIBZ'

k. -- indicates the column is not pertinent to the device;

a blank indicates the informaticn is not available.

5. 1t indicates a FET device - the value under BVEBO is

Bvdss’ and the value under BVCBO is ngss'
6. Parameter Definitions:
BVCBO - Collector to Base breakdown voltage with the
Emitter open
BVCEO - (Collector to Emitter breakdown voltage with the
Base open
VBIE - Emitter to Base 1 voltage
VBIBZ - Base | to Base 2 voltage |
Bv - Drain to Source breakdown voltage with the Gate
dss
shorted
Bv - Gate to Source breakdown voltage with the Drain
9s55%
shorted

it oy Ties B P
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TABLE D-1
DIODE EMP DATA

Device Number K VBD Reference
IN238, € .0009 e
IN23RF .00094 DX
tH23WE .00029 DX
IN25 .026 DX
IN34A 014 60. DX
IN39A .006 230. sp
IN398 .006 200. SP
IN43B .005 70. CH
ING4 .04l ‘25, DX
INGTA .003 8o. Sp
IN69, A . 005 70. CH
INBI .003 10, sp
ING2A .0007 5. DX
INg] .0055 100. CH
INIZ8 .005 4o. CM
IN191 .005 90. sP
IN198 .024 8o. sp
14248A 40. 50. sP
IN249 40. 100. sp
IN249B 4, 100. Sp
IN250 bo. 200. SP
IN2508 8o. 200, SP, DE
IN25] .03 40, SP
IN253 86. 95. ox
IN254 3.5 160. sp
IN260 .0027 30. CH
IN270 .022 100, M
IN276 .0055 100. M
IN277 .027 125. DX

e e . 5
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TABLE D-1
DIODE EMP DATA

Device Number K Voo Reference
IN295, A .005 0. SP
IN320 1.2 500. sP
IN332 3.5 L0O. SP
11333 1.5 400. SP
IN335 1.5 300. SP
IN337 1.5 200. sp
IN338 18.3 100. DE
INI4I 3.5 40O. SP
IN342 1.5 400, SP
IN3 kb 1.5 200. sp
IN429 .6 6.2 DX
INGST 12 Jo. DX
IN45E .5 150. SP
INL59 .59 200, DX
INL59A .96 200. DX
INLBI .24 35. SP
INLG2 .05 80. SP
IN466 .78 3.5 SP
INLGT .78 b SP
INL6S .78 5.9 SP
INGTO .18 7.1 SP
INLTLA 219 5.8 CH
INGB2A .96 36. DX
IN4B3, A 3 70. SP
IN4B3, B .3 ~ 80. SP
IN4BLA .45 130. DX
IN4BLB . 130. SP
NGBS 3 180. CH
INLBG, B .29 225. SP

D~k
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TABLE D~
DIDDE EMP DATA

Device Number K Vap Reference
INLB7, 2 300. Y
INL88 : 380. 5P
INS36 1. 50. ot
IN537 .50 100. 134
IN538, M 1. 200. 5P
INS39 1. 300. SP
INS40 .93 4oo. ox |
INSHT 12.1 600. 1) ¢
INS60 .625 800. M
INS6] .625 1000. M
INS62 1.8 800. SP
INGI9 .36 10. SP
IN622 347 150. CM
IN62S 164 30. M
IN625A .04s 20 CM
IN6L3 bk 200. SP
ING43A . 200. DX
ING4S 2.8 225, SP
IN646 2.29 300. DX
IN64T 2.8 Loo. SP
IN6LS 2.8 500. Y
IN649 2.9 600. DX
IN6SS .92 120 0x
IN66O 44 100. SP
ING6 I 4 200. DX
ING62 .29 100. SP
ING63 44 100. sP
IN676 .27 100. SP
INGS9 1.0 600. SP

F
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TABLE D-|
DIODE EMP DATA (Continued)

Device Number K VBD Referenca

IN69I 418 8. SP

IN692 .5 100. SP

IN702, A 1. 2.6 SP, OX

IN703A 1. 3.5 5P

IN704, A 1. b1 P

IN705, A 9! 4.8 SP

IN706 .288 5.8 CM l
! IN709, A .78 6.2 Sp }
! IN710 .78 6.8 S |
g IN711A 2.1 7.5 - :
; iN712 .78 8.2 sp :
L g .78 lo. b :
l IN715A .78 . SP !
| ‘N7 18A R I5. P

IN719A . 16. SP !

IN721, A .35 20. Sp |

IN725A .349 30. M j
; IN729 .06 43. sp i
! IN746, A 1.1 3.3 P ,

IN747, A 1.1 3.6 gp l

IN74BA 1.1 3.9 5P !

IN749 1.1 4.3 5P !

IN750A 1.1 b.7 N} :

IN751, A i) 5.1 P ;

IN752, A 1.1 5.6 sP I

IN753, A 1.2 6.2 SP, :

IN754, A .63 6.8 Sp

IN7SS, A .63 7.5 5p

IN/SE, A .63 8.2 5P g

v e )




TABLE D-1

DIODE EMP DATA (Continued)

Oevice Number K VBD Reference
IN757, A .63 9.1 SP
IN758, A .63 10. Sp
IN759, A .63 12. 5P
IN76I 1.8 4.9 Sp
IN762 1.8 5.8 SP
IN763 1.8 7-1 SP
IN763-2 3. 7.0 DX
IN766A 1.8 12.8 SP
IN767 1.8 15.8 sP
IN769A 1. 23.5 sP
IN769-3 2. 26. DX
INBI6, W 1.5 26. DX
IN817 .hé 200. 5P
IN82I - 877 6.2 H
IN823 1.8 6.2 DX
INB4S .365 200. M
IN89O .357 60. CH
IN9g 14 .85 100. DX
IN9I16 Lk 100. 5P
INg33 014 100. DX
IN933J . 100. DX
IN936 b 9. DX
IN936A, B 7- 5. 5P
INg37 .824 9. CH
IN938A, 8 7. 2. 5P
IN939 .824 9. M
IN9398 7. 9. DE
IN9608 1. 3. SP
IN96 18 1. 10. sp
IN9638 1. 12. SP
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TABLE

DIJDE EMP DATA (Continued)

0-1

Eat e e

Ea s

il

Device Number K VBD Reference
IN96LB 1. 13. SP
IN965B i. 15 SP
IN9678 .73 18. 0X
IN968B . 20. SP
IN9698 1. 22. Sp
IN970B 1. 24. SP
IN972B i 30. SP
INg73B 1. 33. SP
INg748 i. 36. SP
IN9758 Iz 39. SP
IN9768 Is 43. SP
IN977B 1. 47. SP
1N979B i. 56. SP
IN9g818 1. 4 68 ox
IN983A 1. 82. SP
IN987A, B 1. 120. SP
INIO95S .9 500. DX
IN1 096 .9 600. SP
INITIB 11.392 400. CH
INIT24A 7.985 250. CM
INT126A 14. 500. SP
IN1184 31.5 100. CM
INLI99, A 15. 50. SP
INi1209 62.32 100. CM
IN1201 62.32 150. CH
IN1202 21. 200. SP
IN1204A 46.106 40o. !
IN1206 62.32 600. CM
INI217 5.8 Sp
IN1222u 2.563 hoo. cM

p-8
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TABLE 0-1
0100E EMP OATA (Continued)
Oevice Number K VBO Reference
IN1317A .19 19. sP
INI319A .19 28. SP
INP3S2A 38.4 100. DE
IND 348A 1,827 200. CM
IN1367 34, hy. sp
IN1583 11.391 200. CM
IN1585 3.5 hoo. DE
INIGI 4 .38 200. s
INI6IS .666 480. CM
INI693 3.2 200. SP
tN1695 3.2 400, 5P
iN173] 3.2 1500, M
INI733A 1.3 3000. DE
IN1770A 14,2 9. DE
IN1773A 12 12. SP
INI 780A 1.9 24, SP
INI1783 21.3 33. DE
INI818RA 4.3 16, sp
IN1823C, A 4.3 27. SP
In1828C h.3 43. SP
INI834 33.8 75. M
IN1835A h.3 82. SP
INIB36C h.3 91, SP
IN1904 28. 100. SP
IN1909 6.8 200. SP
1N2037 .05 12.8 sP
IN2154 20. 50. SP
IN2158 21.5 4oo. M
IN2164 2.3 9, SP
IN2483 2.1 4oo. SP




TABLE 0-1

GIODE EMP DATA (Continued)

-
Oevice Number K VBD Reference
IN2610 2.6 100. e
IN2611 2.6 200. sp
iN2613 2.6 400. S¥
IN2615 2.6 600. sP
IN2, 89 4o. 400. sP
IN2795 40. 150. SP
IN2796 ho. 200. SF
IN2B08 249. 10. o
IN2818 249. 20. LM
IN2B238B 249. 30. CH
IN2B24 156. 33. P :
128268 249. 39. ce {
IN2844B i5. 160. oF i
IN2B46B 15. 200. SF i
IN2862 2.8 400. SF
IN2864 2.8 600. SP
IN2929A .073 i o
IN2930 .196 74 M
{N29708 15.0 6.8 SP
1N29768 15. 12. 5P
1N29798 15. 15. SP
IN29B4, B 5. 20- SP
iN2985, 8, RB 5. 22. sP
1N29868 15. 24. sP
IN29B78 15. 25. sf
{N29888 5. 27 S
IN29898 i5. 30. sP
IN2991B 15. 36. 5P
IN2995, B 15. 47. sP
1N29978 I5. 51 5
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TABLE D-1
DIODE EMP DATA (Continued)

Device Number K VBD Referency
IN30018 15. 68. SP
IN30088 15. 120. sp
1N30158 33.84 200. CM
om3-; 68 19.5 6.8 DE
IN3O178 1.9 7.5 Sp
IN30198 1.9 9.1 SP
IN3022B 1.9 12, SP
IN3024B 1.9 15. SP
IN30258 1.9 16. Sp
IN30268 1.9 18. sp
IN30278B 1.9 20. SP
IN3028, B 1.9 22, 5p
IN30298 1.9 24, SP
IN30308 1.9 27. 5P
IN3031B 1.9 30. Sp
IN30338 1.9 36. SP
IN30358 1.9 43. 5P
IN30378 1.9 g SP
IN3040B 1.9 68.. -SP
IN304I, B 1.9 75. Sp
IN30518 1.9 200. Sp
IN3064 .02 75. Sp
IN3070 .365 200. CM
IN3157 . 625 8.4 M
IN3189 10. 200. Sp
IN3190 4.1 600. CH
IN3560 .038 475 M
IN3561 .038 475 CH
IN3582A .35 1.7 SP




TABLE D-1

DIODE EMP DATA (Ccncluded)

:_"53:1_._'1.“_’:.?*.‘! o e bR

Device Nurfltber K VBD Reterence

IN3600 .18 ; 50. SP

IN3821 1.947 ' 3.3 M

IN3828A 1.95 6.2 M

1N3893 6.41 400. M

IN3376 122. 200. M ,

INb241 33.84 6. M :

IN424S 2.4 200. SP |

ING249 2.4 1000. SP |

IN4312 16 150, M

IN4370A .625 2.4 M

IN4BI6 6.8 50 DE

IN4BI7 6.8 100, 0E z

IN4B20 10. 400. ot

IN4B23 .208 0oV (M

IN4S89 14.33 200. M

AM2 1.4 50. s :

D4330 .00) P '

FD300 .18 125. 5P

5622 .23 “p

SLOIOEC 10,000. CH }

SV1036 1.71 26. M |

5V209z 2.6 o '

sV2183 2.6 ] |

TH7 2o, 70. o) |

M2 8. 200. b ‘

™27 20. 200. Sp

THBY n. 800. sp :

TMI24 . 1200. 5p |

uT 242 2.6 200. SP |
—




TABLE D=2

TRANSISTOR EMP DATA
Device Number K BVEBO BVCBO BV g0 g:::Z:ncc
2N43 A .28 5. 4s, 30. 5P
28117 .15 1. 4s 45, 9P
28118 .15 1. 45 . 45 SP
2N128 017 10. 10. 4.5 SP
2N158 . 499 30. 60. 60. CH
2N1 76 b6 4o. 30 CM
2N189 A7 25. 25. sp
2N190 .58 25. 25. DX
2N243 .05 1. 60. 60. 5P
2N2 b4 .05 1. 60. 60. 5P
2N263 .38 1. 45, 30. SP
2N264 .36 45 30. 5P
2N274 .0076 .5 35. Lo. M
2N279A .047 45, 30 CH
2N297A .499 40. 60. 4. CH
2N326,A .21 20. 50. 30. SP
2N332 .45 1. 45, 30. SP
2N333 .32 1. 45. 30. SP
28335.A .55 1. 45 45, 5P
(4.-2N335A)
28336 .55 1. 45, 30. sp
2N337 A2 i. 45, 30. SP
2N338 .12 1. 45 30. SP
28339 1. 5. 55. 5P
2N341 , 1. 125. 85. sp
2N343 .047 1. 60. 60. SP, DX
2M343A .05 1. 60. 60, 5P
2N357 .05 20. 20. 15. SP
N353 .0k 6. 25, 18. 5P

D-13




TRANS ISTOR EMP DATA (Continued)

TABLE D=2

Bevice Number K BVepg BVha BVego :;::::"CC
2N375 1.02 ko. 8o. 60. 0X
2N388 . 084 15. 25, 20. (o
2N389 2.4 10. 60. 0X
2N 395 .09 20. 30. 15. sp
ZNLOK .05 12. 25 24, (M
2NU24p 10. 10. 80. 80. Sp
2NLE3 5.6 50. 60. 60. DX
2n480 .132 2. 4y, 45 . (M
2NL90 1. 60.* 58, * = Sp
2H491) i 60.* 58, -- $p
2N495 A .7 20. 25. 25. P
28497 .8 8. 60. 60. P
2N498 .B 8. 100. 100. DX
2N525 18 15. Ls, 30, 5P
2NG26 .39 5. 45, 30. DX
2N527 .3 15. 4g. 30. Sk
M837 .012 1. 30. M
2N%38 .5285 28. 8. 60 (M
2NG39 A 6. 28. 80, 55 SP
28640 . 5285 28. 80. 5%. M
M54 .18 2. o, 30. sP
NG5 ] 1.6 6. 60. 60. 5P
2N576 A .023 15. 4o, 20. DX
2N587 b 4. 4o, 30. sp
2N595 .012 20. 15. (M
2N618 .88 40. 80. 60. DX
20652 A 118 3C. Ls, 30. CH
N65E .2 8. 60. 60. 0X
2N6S 7 .66 8. 100. 100. 0X
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TABLE -2
TPANSISTOR EMP DATA (Continued)

Device Numbcor K BVeno Vep, BVceo ::lf:::nce
2N657A 1.¢7 8. 100. 100. 0X
2N68:2 .33 - -- 50. (r-C) CH
21685 1.4 -- -- 200. (A-C) DX
ZN687 1.7 == -- 300. (A-¢) pX
28690 3.1 -- -- £00. (A-01} M
2N696 1.0 5. 60. 40. M
ZN697 .2 5. 60. by, Sp
2N699 .25 5. 120. 80. DX
N703 .08 5. 25. 25. Sp
2N706,8 .0075 3. 25. 20. nx

{5.-2N7068)
2N708 .03 5. 40. 15. 0X
N717 .13 5. 60. 40. 2
24718 .13 5. 60. 40, 5P
2N7184 .35 7. 75. 32. SF
2N726 .021 5. 25. 20. M
IN730 . 165 5. 60. ho. CM
IN736 . 5. 80. 60. 0x
2N756A .32 6. 60. 60. SP
2N757 032 6. 45. " 4s, i
2N760A 034 8. 60. 60. DX
INB34 .03 5. 40. 30. op
2N 859 .18 25. 40. 40. DX
2NB69A .009 5. 25. 18. M
2N910 .218 7. 100. 60. (fY
2N912 .07 7. 100. 60. sp
2N91 L .0k c. 40. 15. sp
2N916 .043 5. 45, 25. M
2N917 . 004 3. 30. 15. 5p




TRANSISTOR EMP DATA (Continued)

TABLE

N=-2

Device Number K BVan ’VCBO Voo g;::;:ncc
2N918 .00k 3. 30. 15. CH
28927 . 70. J0. 60. 0x
2N930 .06 5. 45, h5. ox
2N930A .02 6. 60. hs. 0X
2N1036,8 1.6 25. 100. 100. DX
281039 1.4 20. 60. 6O. 0x
2N1045-1 .55 20. 100. 60. Sp
2N1048 3.9 6. 120. 120. SP
2N1049 3.9 6. 80. 80. Sp
2N1050 6.082 6. 120. 126. CM
2N 1069 9.3 9. 60. 45, 5P
2N1099 1. 4o. 80. 60. 0x
2N111S .38 20, 15. DX
INLT16A .98 6. 60. (0. DX
281118 .19 10. 25. 25. 0x
281132 .23 5. £0. 35. X
iN11368 18.4 100. 65. SP
2N1150 .18 1. 45, Sp
2N1154 21, 1. 50. 28. 5
2N1156 18. 1. 120. 68. SP
2N1 184 471 20, 45, 20, CM
2N1212 13.129 10. 60. 60. CM
2N1303 .087 25. 30. (M
2N1308 .084 25. 25. 15. CM
2N1309 .087 25. 30. (M
2N 1445 .5 8. 120. 120. N
2NV 458 .5285 15. 80. 65. CM
2N1469 .65 40. 40. 35. DX
2N 1480 5.5 12, 100. 55. Sp
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TABLE D-2
TRANSISTOR EMP DATA (Continued)

Device Number K LT By, BVceo ::::::nce
2N1:81 2.2 12, 60. 40, SP
2N1433 3.633 12. 60. 40. CH
2N 1485 4.1 12, 60. 40. SP
2N 1486 5. 12. 100. 55. SP
2N1 489 12.3 10. 60. 4o. Sp
2N1430 12.3 10. 100. 55. Sp
2N1564 .50 5. 80. 60. SP
2N1565 N 80. 60. Sp
2N1566 1 80. 60. sP
2N 1596 .94 e - 100. DX
2N1602 .40 - - 200. DX
2N1613 .27 7. 75. 50. SP
2N1615 .553 8 100. 100. M
2N1642 13 30. 30. 6. DX
21700 4. 134 60. 40. M
2N1701 4.5 60. Lo. sp
N1711 .36 . 5 50. SP
2N1722 54.5 10. 175. 80. D
2N1761 1.05 2.5 80. 80. (M
ZN1753 .039 .5 30. 18. CH
N1772A .65) - -- 100. CM
2N1776A 1.58h .- = 300, M
2N1777A -G C-A = - 400. DX

2.0 .46
IN1B7IA 1.1 -- .- 60. o
2N 1890 .27 A 100. 60. SP
2N1893 b 120. 30. DX
21916V 2.22 -- -- 400 M
2N2015 26. 462 10. 100. 50. CM
2N2035 3.633 10. 80. | 60. M
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| TABLE D-2
TRANS[STOR EMP OATA (Continued)

1. Device Number K OV“ 0 “C 20 “CEO ‘ ;: i .: ::nce
2N2060 .2 7. 100. 60. sp
22102 .77 7. 120. 65. SP
2N2156 A7 25, 45, 30. CM
2N2Z18A 264 6. 75. 4o. M
b 2N2219 .3 5 60. 30. SP
2N2219A .264 6 75. 40. CH
M2222 . 5. 60. 30. DX
2N2222A N 6 75. 40, sP
‘ 2N2223,A .21 7 100. 60. sP
2N2270 .5 7 60. 45, sP
2N2346 3.2 = - 100. DX i
2N2369A .03 h.5 o. 15. sp 3
2N2417 .549 30.% 35.% -- M :
f 2N2432 189 | 15, 30. 30. cM }
' 2N2481 .099 5. 40, 15. M 1
22509 126 7. 125. 80. (o] |
2N2516 .209 8. 80. 60. M
: 2N2563 .55 20. 100, 100. 2 ;
f 2N2646 .72 30. % 35.% . " SP f
1 2N2708 .018 3. 35. 20. M 1
3 2857 .018 2.5 30. Is. M ;
] 2N2894 A .03 i, 12, 12. Sp
. (4.5-2N28944)
E 2N2904A .221 5. 60. 60. M 1
; IN2905 .221 5. 60. Lo. cH '
: 7M2906 Ol 5. 60. 40. DX
1 2N2906A .221 5. 60. 60. M
5 2N2907,A ! 5. 60. 4o, (60.-A) DX 1
] 2N2920 Ol 6. 60. 60. DX 1
L.
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YABLE 0-2
TRANSISTOR EMP DATA (Contlnued)

Device Number X eno BVeqo BVogo g:::::nce
212996 .0} .3 15. 10. SP
283014 .02 5. 4. 20. CM
283050 .0} 5. 25. 20. CH
2N3053 721 5. €0. ho. CM
2N3054 3.633 7. og. 60. CH
2N3055 20.084 7. 100. 70. CM
2N3118 .53 h. 8s. 60. Sp
2N3217 126 1s. 15. 10. CM
283235 20. 7. 65. 55. SP
2N3240 1.5 8. 160. 160. SP
283251 143 5. 50. 4o. CH
2N3308 12 3. 30. 25. Sp
2N3384 .09k == 30.7 - cH
2N3436 .488 -- 50. " - CH
2N3440 1.75 7. 300. 250, Sp
2N 3585 5.278 0. 440. 300 CM
2N3708 .507 6. 30. 30. CH
2N3777 2. 8. 100. 100. SP
2N3785 .012 .5 50. i2 P
23819 .22 25." 25.% - M
2N3823 228 30. 30.7 .- M
2N3902 43.35 5. 4G0. 400. M
2N3907 .165 6. 60, L5, M
284037 .045 60. 40. CM
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TRANSISTOR EMP DATA (Concluded)

TABLE D-2

Oevice Humber K BV, ®Vgo BV o 2;:?[5"“

LN75497 1.9 DY,
LN75638 2.3 DX
MIS1733) .1 DX
T1482 .21 5. 20. 20. op
T1487 k.5 6. 80. 60. G
TiXMI01 .01 .3 15. 7. P
SW3042 . - -- DX
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APPENDIX E

GENERALIZED EQUIVALENT CIRCUITS

1., THEORY

To make the cable analysis results readily applicable to subsystem
assessment, it is often desirable to use a "Single Wire Equivalent Source"
and "Black Box Driving Function.”" This is especially applicable for sub-
circuit designers who do not have ready access to large scale computers
and analysis codes. Figure E-1 illustrates the equivalent circuilt of a
typical cable/circuit interface. Looking to the left at terminals b-b,
the source/line system has a Thevenin equivalent circuit in which Zg(f)
is the frequency dependent impedance looking into terminals a-a when

terminals b-b are open circuited and V 1s the open circuit voltage.

]

Black
Box

V(S [ ev

Figure E-1. Equivalenr Circuit of Cable/Circuit Interface
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In general, the circuit to the left of b-b may be represented by a
simple Thevenia circuit, the "Single Wire Equivalent Source". Where now
Zg (f) repreaenta all other mutual oy terminal Z's (such as direct connec-
tions to c-¢, inductive and capacitive couplinga to other pairs, shield to
pair coupling, cracks in shielding, etc.) V = V(f) is the total open cir-
cuit signal at b-b and may be a quite complicated function of frequency.
Here the load elements to the right of b-b have been incorporated in a
"black box" which represents the general circuilt or component of ultimate
interest, The "Black Box" as shown (a closed system) may contain active
and passive devices and other sources, steady state or transient. How
these are treated depends upon the ultimate analysis objective, At this
level the problem has been treated as separable, i.e., the sources of EMP
into b-b have been represented by Zg(f) and V°c= V(f{) which make up the

"Blazk Box Driving Function."

Zg(f) nmight be estimated by analysis or measured, Voc might be estimated
by analysis, measured, .r postulated; the latier is often the case. If
postulated, it can be done in two forms: the frequency and the %ime
domains. If postulated as a current waveform, then the Thevenin Equivalent

goes over to a Norton Equivalent as shown in Figure E-2,

b
b O
Z2g(f) e i)
—_— T(f
Voul) (£) 2 (£)
b
—0 b
O
v _(f)
Z(f2

Figure E-2. Driving Source Equivalent Circulta

E o




As it has been described above, single wire or single port Thevenin
or Norton equivalent circuits can be determined for n-port networks.

Although in actuality, a k port equivalent (k<n) can be constructed for

e e —

TS

§ RN o ATy

T

minated in their (linear) assigned values.

any linear excitatiorn and coupling network. The other n-k ports are ter-

Figure E~3 shows an excited

coupling network (for example an illuminated cabie).

-

Figure K-3. An Arbitrary Coupling and Excitation Network

A k port Thevenin or Norton equivalent circuit can be defined within
the dotted line, All ports within the dotted line are left commected to
the appropriate terminations and the response of the network at any of the
k ports can be determined for arbitrary (linear or nonlinear} terminations,
Note that a common reference can be assigned for each of the k ports and
so equivalent circuits of an excited cable can be found. When an equiva-
lence of a linear active sysiem is determined at a pair of terminals, it is
accomplished by an application of Thevenin's theorem which states that a
linear network with sources may always be represented by a voltage source
equal to the open circuilt voltage of the network in series with the net-

work with all of its independent sources removed, This 1s depicted in

Figure E-4,

E-3




'}
+ e
o ) LINE
i) P NETWORK MITH i
: -] 15

WITH SOURCES NETWORK ENT SOURCES NETWORK

REMOVED _

Na - Nh Na Nb

(a) (b)

Figure E-4, (a) Original Network; (b) Thevenin Equivalent Circuit

For an n terminal (plus a ground terminal) network the system may be

diagrammed as shown in Figure E-5,

If the network Nb is removed, C(n + 1,2) = (a+ 1} /(2! (n - 1)) =
n(n + 1)/2 open circuit voltages may be measured on the network Na' How~
ever, C{n - 1,2) of these voltages involve differences on the other n
voltages and are thus dependent. For convenience the n unode~to-ground

circuit voltages are chosen as the independent set,

E-4
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1 1 4
_c-_
2 V, 1,
—C
LINEAR n TERMINAL | / Vy 1, LINEAR PASSIVE
NETWORK; WITH L35 o n TERMINAL
SOURCES : / NETWORK
N ne N
a o b

Figure E~5, N Terminal Networks Na with Sources; Nb Pagsive

With all of the independent voltage sources removed from Na’ the
remaining network can be represented by an n x n nodal admittance matrix.
The value of the matrix elements can be determined by applying a l-volt
source between the appropriate terminals while simultanecusly shorting the
uninvolved terminals. The resulting current is the value of the appropri-
ate admittance entry. Refer to this matrix as Ya. The nodal admittance
matrix for N, will be referred to as Y, . Assume that the two sets of

b b
measurements indicated have been made,

Now, return the sources to the network Na' Apply voltages -v® to the
J
terminals of Na and the net voltage at each terminal will be zero. If the

neiwork Nb is again attached, no currents will flow between Na and Nb. 1f

the actual source generators are again turned off, the respouse is as if

2 ~1
the set (-v}) were acting on terminationus Za = Ya 1 and Zb = Yb connected

3

in series. The responae to the actual source voltages acting alone is
just the negative of this response. Thus the network can be represented

a.: in Figure E-6. .




1 {
+
LINEAR _O_ £ ]

n TERMINAL v LINEAR
NETWORK + i, PASSIVE
N n TERMINAL
a NETWORK
WITH .

INDEPENDENT | . i N
SOURCES -ma(:::)-ii—--<> . b
_REMOVED

Figure E-6. A Generalized n Terminal Thevenin Equivalent Circuit

This general k port Thevenin Equivalent (or Norton Equivalent if
desired} becomes a means whereby a large section of the total cable system
problem can be reduced to only those variables directly applicable to
further analvsis or assessment. Integrating this technique with other
analysis techniques such as the common mode current approach will yield
estimates of rcsponses at connector pins te subsysteﬁs that will allow

assessment of EMP damage and upset.
2.  EXAMPLES

A number of different types of equivalent circuilts will be shown here
representing cable source characteristics of several different cable con-
figurations and EMP cources. All examples will be assoclated with the
shielded cables shown ir Figures E-7 and E-8, The EMP excitation of the
cable based on the B-1 cotmon mode current will be specified by the par-

ticular examples below and will consist of one of the circuits described




Figure CZ-8. Uncontrolled Lay Cable
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in Figures E~9 through E-11. The load terminations for the cables shown

in Figures E~9 through E--11 range from 1 ohm to 10 K ohms in a random
fashion. The source terminations for the cable in Figure E~10 are identical
to the load terminations described above. The equivalent circuit examples
below will be categorized as one-port Thevenin or Norton Equivalent k-port

Norton Equivalent and k~port Admittance Network for future reference.
a. One Port Thevenin or Norton Equivalent
(1) Norton Eguivalent

Considered here is the controlled lay cable of Figure E-7 ter-
minated and driven as shown in Figure E-9., A one-port Norton equivalent
.18

m | = ———— <
is shown in Figure E-12 where Yn S + 12 and ISC_,SA peak for a 1 MHz

damped sine wave (See Figure E-9).

The admittance Yn has been syntheslzed to show the equivalent
circuit in terms of circuit elements. The operator S in the admittance
expression represents the scaled complex frequency Iindependent variable
and 1s equal to-—-ha—-g = jf where f is frequency in MHz and w 1is the

2w x 10
radian frequency in radians/second.

(2} Thevenin Equivalent

This example 1s a one port Thevenin equivalent for the uncon-
trolled lay cable shown in Figure E-8. The cable is terminated and
driven as shown in Figure E-9 except for the internal shields which are
shorted to ground at the load end. The Thevenin circuit is shown in

Figure E~13 where Zt = ,53(5t,1) and VOCS 10 V peak.

h

E-§8 d -




5

-'b

2

4

.

3

, g
i

<

| |

[ I %

: 0.85uH !
3‘ ' ‘ 'SC ! }
i I I !
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Figure E-12. Norton Equivalent Circuit

e e e
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| 0,839 uH 0.5M0 |
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: Figure E-13. Thevenin Equivalent Circuit
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(3) 1Internal Shields Left Open at Load End

This csse is identical to case (2} with the exception thst the
internal shields are left open at the load end. The Thevenin circuit is

shown in Figure E-l4 where Zt = ,83(S + .1) and Vocs 15 V peak.

h

— ——— —— — — — — — —

' WA

| L33 uH epa |

| I

[ Voc ;

; - !

| |

| —0
e e e i i e e i -

Figure E-14. Thevenin Equivalent Circuit

(4) Controlled Lay Cable

The cable considered here is the controlled lay cable shown in
Figure E-7 and terminated as shown in Figure E-10. Two equivalent cir-
cuits were generated for this cable corresponding to two different source
impedance values. For this case wire number 1 is selected repre.senting
a conductor with a 100 olm source impedsnce. The equivalent circuit is

shown in Figure E-15 where
58 (5 + 2.3

D5+ 4,702 + 162
and ISCS 1 mA peak resulting from the shield drive.

Y
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Figure E-15. Norton Equivalent Circuilt

(5) Wire Number 15 Moidel

The equivalent circuit that is shown in Figure E-16 represents
the same cable configuration 2s in (4) except for the conductor chosen for

modeling., This model is for wire number 15 which has a one ohm source

. < =
termination. Here VOC_ 'ka and Zth J77(5 + .17),

O WIRE #15

O SHIlLD

Figurc £-16, Thevenin Equivalent Circuit

All the single wire equivalent circuits shown in examples (1)
through (3) represent any wire chosen in the cable accurately. But
example circuits (4) and (5) are quite different. The first statement is
true because all the conductors at the source were tied together and the
cable was short. Any particular wire chocen would see nearly the same
impedarce looking towards the source. The second statement now becomes
evident by noticing the wire modeled in (4) has a 100 ohm source termina-
tion and the wire modeled in (5) has a 1 ohm termination.

E-12
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(6) Lay Cable 6.2 Meters Long

The cables from which single port equivalents were generated
above portrayed relatively siwple impedance characteristics. For this
example the same controlled lay cable as described in Figure E-7 but
twice as long (6.2 meters) was considered. The EMP source and cable ter-

mination configuration is shown in Figure E-2, The Thevenin equivalent

is shown in Figure E-17 where

Voc 8 V peak and

s +.0 [ +.9)%+ 16°]

T 35 [(s + .46)2 + 8.6°]
P Wa——-=0
ﬂﬁ!-l-lH L6 4
L83 0 :
g B85 0 L2l uH
_[_ 2!

+(":>-

Figure E-17. Thevenin Equivalent Circuit
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\7}) Controlled-Lay-Cable~Generated Equivalent Single Port Circuit

The equivalent single port circuit shown in Figure E-18 has been
generated from the controlled lay cable shown in Figure E-7, A sct of 100
ohr. resistors was used to connect the source terminations to thsa: common
rnode current source as shown in Figure E-11, The load terminations are

identical to the previous examples. The circuit elements were synthesized

from , . 53925
th 46 (S + 1,6)
and v 10V peak.
oC

b, K-Port Norton Equivalent

A 3 port Norton Equivalent (Figure E-19) has been generated for
the controlled lay cable shown in Figuce E-7, The EMP source and termina-

tions are defined by Figure E-9.

0.5 ul mSQ
AR A —0
= Wpft
AN S
Voc
P : .

Figure E-18. Thevenin Equivalent Circuit
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o WIRE #1

2.3 UH 4 254 uH

l.6&2q L0
O WIRE ¢15

-0 WIRE 420

Figure E-19, Norton Equivalent Circuit

The Norton admittance in this case is depicted in matrix form as

i 194 _.063 063
S+ .11 ~ S+ .1 - S+ .1
Y
[ n] - - __.063 196 - 071
S+ .1 S+.Il S+.01
- _.063 - _.07 . 205
S+ .11 S+.1 S+ .11
- =

and the Norton curtrent (Isc) 1s defined in Vector form as

3
[Isc] 3 [1 ]Amps Peak

.6

i
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C. K-Port Admittance Network

A Z-port network with an input port and an output port is shown
in Figure E-20. The output Dort corresponds to a particular wire. The
input port corresponds to the source of the cable where the common mode
current source would be connected. Comnsidering this as the controlled
lay cable (Figure E-7) the model represents the passive cable configura-
F tion depicted in Figure E-9 with the current source (IB-I) and source

impedance (RSH) removed.

Now
3 2t - .22 [ 1
: LF S+ 1 s+.0| ! Vin
I 22 22 v
Out - . [ -
S 9 S + .1 ot

.
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